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Résumé

Motivated by diagnostic applications in the field of clinical microbiology, we introduce a joint input/output regularization method to perform structured variable selection in a multi-task setting where tasks can exhibit various degrees of correlation. Our approach extensively relies on the tree-structured group-lasso penalty and explicitly combines hierarchical structures defined across features and task by means of the Cartesian product of graphs to induce a global hierarchical group structure. A vectorization procedure is then used to solve the resulting multi-task problem with standard mono-task optimization algorithms developed for the overlapping group-lasso problem. Experimental results on simulated and real data demonstrate the interest of the approach.

1 Introduction

Several studies have recently demonstrated the feasibility of predicting the antibiotic resistance of a microorganism from its genome, where a good concordance was observed between predicted and reference resistance phenotypes, the later being determined experimentally by assessing their ability to develop in presence of antibiotic (e.g. Gordon et al., 2014). Our work is motivated by these latter proofs of concept. More precisely, starting from a large list of candidate antibiotic resistance markers extracted from microorganisms genomes, we aim to learn sparse predictive models of their resistance profile, that is, their resistance to several antibiotics. We target sparse models because we expect the underlying biological mechanisms to involve a limited number of genetic determinants, and we want to retain some level of interpretability in the models obtained. From the statistical learning perspective, we are facing a multi-task learning issue, where the tasks —antibiotics in our case— can exhibit various degrees of correlation, since in practice we may be interested in several groups of antibiotics targeting distinct resistance mechanisms. Moreover, as it will be described in Section 6, the candidate genetic markers we consider can naturally be categorized in a hierarchy, organized for instance as genes and mutations within genes. Taking into account both of these structures, across tasks, and markers, as prior knowledge for learning may lead to better models. On the one hand, multi-task learning has been shown to be relevant in various situations to consider dependency between tasks. In particular, in cases where tasks present several degrees of similarity, Kim and Xing (2010) proposed an approach to leverage a hierarchical structure encoding the similarity between tasks to learn sparse multi-task models. The method is based on a specific group-lasso penalty involving tree-structured overlapping groups, and can be seen as an extension of a common multi-task approach consisting in learning jointly several models sharing the same support (Obozinski et al., 2008). On the other hand, considering the categorization of the features can lead to a principled strategy to include features in the model, that can be beneficial in terms of performance and interpretability (Zhao et al., 2009; Jenatton and Mairal, 2010; Jenatton et al., 2011).

We propose in this work to take into account both structures to define a joint regularizer. By doing so, we aim to impose a hierarchical constraint on the support of each model, while maintaining the flexibility of the structured multi-task approach. We introduce for this purpose a new group-lasso regularizer explicitly combining the input and output hierarchical structures,
propose a simple vectorization procedure allowing to cast this multi-task problem into a mono-task one. Experimental results on simulated and real data demonstrate the interest of the approach.

2 Background on tree-structured group lasso

In this section, we introduce the notations that will be used throughout the document and provide some background about the tree-structured group-lasso penalty, and its application to structured variable selection and to multi-task learning.

2.1 Notation

The notation are given for any \((m, p) \in \mathbb{N}^2\). For any vector \(w \in \mathbb{R}^p\), the \(i\)-th component of \(w\) is denoted by \(w_i\), and for any \(q \geq 1\), \(\|w\|_q = (\sum_{i=1}^p |w_i|^q)^{1/q}\) denotes the \(\ell_q\)-norm of \(w\). For any matrix \(M \in \mathbb{R}^{m \times p}\) and any pair of groups \((g, h) \subseteq [1, m] \times [1, p]\) we denote the sub-matrix \(M_{g,h} = [M_{i,j}]_{(i,j) \in g \times h}\). This notation extends to any set \(c\) of couples of indices : \(M_c = [M_{i,j}]_{(i,j) \in c}\). Using a dot in this notation means that the corresponding matrix dimension is not subsampled, i.e. \(M_{g, \cdot} = [M_{i,j}]_{(i,j) \in g \times \cdot}\). This notation extends to vectors \(w_g = [w_i]_g\). The set of vertices and edges of a tree \(T\) are denoted as \(\mathcal{V}(T)\) and \(\mathcal{E}(T)\), respectively.

2.2 Tree-structured group lasso for structured variable selection

We first consider a mono-task setting where we want to learn a linear model, defined by a vector \(w \in \mathbb{R}^p\), from observations \((x', y') \in \mathbb{R}^p \times \mathcal{Y}\), for \(i = 1, \ldots, n\), where \(\mathcal{Y} = \mathbb{R}\) in a regression setting and \(\mathcal{Y} = \{+1, -1\}\) for binary classification. The \(p\) input features are assumed to be organized in a directed rooted tree \(T\) : each feature is affected to a single node of the tree, which can be either an internal or a leaf node. For each node \(v \in \mathcal{V}(T)\) we denote \(\mathcal{F}(v) \subseteq [1, \ldots, p]\) its set of affected features. \(\{\mathcal{F}(v)\}_{v \in \mathcal{V}(T)}\) is then a partition of \([1, \ldots, p]\). Each node \(v\) of the tree \(T\) induces a group \(g_v\) defined as the set of features affected to \(v\) and its descendants. Letting \(\mathcal{D}(v)\) be the set of children of the node \(v \in \mathcal{V}(T)\), the group \(g_v\) is formally defined as :

\[
g_v = \mathcal{F}(v) \cup \bigcup_{u \in \mathcal{D}(v)} g_u
\]

This procedure therefore defines a hierarchical and overlapping set of groups, a group defined at a given node of the tree —except the root— being included in the groups of its ancestors, which can then be used to define a group-lasso penalty

\[
\Omega_T(w) = \sum_{v \in \mathcal{V}(T)} \eta_v \|w_{g_v}\|_q. \tag{2}
\]

The parameter \(\eta_v\) allows to control the penalization of the group \(g_v\) and \(q\) is usually set to 2 or to \(+\infty\), (Zhao et al., 2009; Jenatton et al., 2011).

The group-lasso penalty has the effect of setting to zero entire groups of variables, and the hierarchical definition of the groups leads to the following effect : a group can only be selected provided that all its ancestors are selected as well, or, equivalently, any group is set to zero together with its descendants. As a result, this penalty imposes a hierarchical constraint on the support of the model : if variables are affected to internal nodes of the tree, they enter the model whenever one of their descendants is selected.

**Remark.** This hierarchical group structure extends straightforwardly to a forest of trees. It only requires to connect all the roots to a newly added - global - root with no affected features and a weight set to zero.

2.3 Tree-structured group lasso for multi-task learning

In a multi-task setting, we want to learn \(T\) linear models, defined by vectors \(w_1, \ldots, w_T \in \mathbb{R}^p\), using multi-task observations \((x'_i, \{y'_i, \ldots, y'_T\}) \in \mathbb{R}^p \times \mathcal{Y}^T\), for \(i = 1, \ldots, n\). An early approach to learn sparse multi-task models defined the following penalty :

\[
\Omega_S(W) = \sum_{j=1}^p \|W_{j, \cdot}\|_q, \tag{3}
\]

where \(W = [w_1, \ldots, w_T]\) is a \(p \times T\) matrix in which each column corresponds to a model (Tropp, 2006; Obozinski et al., 2008). This penalty induces sparsity on \(W\) at the row level, hence has the effect of grouping features across tasks : whenever a feature is selected, it is selected simultaneously for all models at the same time. While this is a natural consideration for strongly related tasks, it may not be appropriate to jointly learn tasks exhibiting various degrees of similarity. In such a case, indeed, it may be expected to select globally more features than required individually for each task. Kim and Xing (2010) proposed to extend this approach by
considering a hierarchical structure reflecting the degree of correlation between tasks. A hierarchical group-lasso penalty is then defined in the same manner as in the previous section, and the global $l_q$ penalty defined at the row level in (3) is replaced by the corresponding group-lasso penalty:

$$\Omega_{\mathcal{O}}(\mathbf{W}) = \sum_{j=1}^{p} \sum_{v \in V(\mathcal{T})} \eta_v \| \mathbf{W}_{j,g_v} \|_q. \quad (4)$$

Each feature is therefore penalized according to this group-lasso penalty, defined across tasks, which has the effect of inducing sparsity also within rows of $\mathbf{W}$. A feature is therefore not systematically introduced in all models, which allows to control the inclusion of a given feature in multiple models, according to the relatedness of the corresponding tasks. Strongly related tasks can therefore be enforced to share a large fraction of their supports, while allowing them to maintain their own specificity. Conversely, tasks showing a lesser level of correlation can still be learned jointly, with a lower incentive to share common variables. The definition of the weights $\eta_v$ is critical in this respect, and will be further discussed in Section 4.3.

3 A joint input/output regularization method

The problem of combining input and output structure has been addressed by Lee and Xing (2012) and Chen et al. (2012) who proposed joint regularizers defined as the sum of input and output regularizers. In this section, we propose an alternative definition that combines the input and output structures into a global one by means of the Cartesian product of graphs. Since this construction takes into account the coupling effect between the input and output structures, we shall refer to it as the coupled input/output tree-structured group lasso regularization, as opposed to the decoupled approaches proposed by Lee and Xing (2012) and Chen et al. (2012). The two following sections respectively define this coupled approach and point out its advantages with respect to the decoupled one.

3.1 Definition

Given two hierarchical structures $\mathcal{T}_I$ and $\mathcal{T}_O$ respectively defined across features and tasks, together with their associated sets of groups $\{g_u\}_{u \in V(\mathcal{T}_I)}$, $\{g_v\}_{v \in V(\mathcal{T}_O)}$ defined according to (1) and corresponding weights $\{\eta_u\}_{u \in V(\mathcal{T}_I)}$, $\{\eta_v\}_{v \in V(\mathcal{T}_O)}$, we define the coupled input/output tree-structured regularizer as:

$$\Omega_{\mathcal{Z} \in \mathcal{O}}(\mathbf{W}) = \sum_{u \in V(\mathcal{T}_I)} \sum_{v \in V(\mathcal{T}_O)} \eta_u \eta_v \| \mathbf{W}_{g_u,g_v} \|_q. \quad (5)$$

This overlapping group-lasso regularizer involves $|V(\mathcal{T}_I)| \times |V(\mathcal{T}_O)|$ groups, each group of the input structure defining as many groups as the output structure contains. This set of groups can be embedded in a unique hierarchical structure based on the Cartesian product of the input and output trees, as we now describe.

Definition 1 (Product graph of hierarchical-tree structures). Given two trees $\mathcal{T}_I$ and $\mathcal{T}_O$, we define their Cartesian product $\mathcal{T}_I \Box \mathcal{T}_O$ following the usual definition in which $V(\mathcal{T}_I \Box \mathcal{T}_O) = V(\mathcal{T}_I) \times V(\mathcal{T}_O)$ is the set product of $V(\mathcal{T}_I)$ and $V(\mathcal{T}_O)$, and two vertices $(u, v), (u', v') \in E(\mathcal{T}_I \Box \mathcal{T}_O)$ are connected if either $u = u'$ and $(v, v') \in E(\mathcal{T}_O)$, or $v = v'$ and $(u, u') \in E(\mathcal{T}_I)$. For a given vertex $w = (u, v) \in V(\mathcal{T}_I \Box \mathcal{T}_O)$, we define its weight $\eta_w$ as $\eta_u \times \eta_v$, and its set of associated features $\mathcal{F}(u, v) \subseteq [1, \ldots, p] \times [1, \ldots, T]$ as $\mathcal{F}(u) \times \mathcal{F}(v)$.

Definition 1 is illustrated in Figure 1. The Cartesian product of two trees is a Directed Acyclic Graphs (DAG). A hierarchical group structure on $\mathcal{T}_I \Box \mathcal{T}_O$ can therefore be defined according to (1). We can now state the following result, whose proof is post-poned to Appendix A.

Proposition 1. Let $\mathcal{T}_I$ and $\mathcal{T}_O$ be two trees and $\mathcal{T}_I \Box \mathcal{T}_O$ their Cartesian product according to Definition 1. Let $\{g_u\}_{u \in V(\mathcal{T}_I)}$, $\{g_v\}_{v \in V(\mathcal{T}_O)}$ and $\{g_w\}_{w \in V(\mathcal{T}_I \Box \mathcal{T}_O)}$ be their hierarchical sets of groups defined according to (1). Then, for any $w = (u, v) \in V(\mathcal{T}_I \Box \mathcal{T}_O)$, we have $g(u,v) = g_u \times g_v$.

With this property in hand, we can finally state the following result.

![Diagram of Cartesian product of trees](image-url)
Proposition 2. The regularization defined in (5) is equivalent to a hierarchical group-lasso regularization on groups defined on the product graph $T_I \Box T_O$:

\[
\Omega_{I,O}(W) = \sum_{u \in \mathcal{V}(T_I)} \sum_{v \in \mathcal{V}(T_O)} \eta_u \eta_v \|W_{g_u,g_v}\|_q \tag{6}
\]

\[
= \sum_{w \in \mathcal{V}(T_I \Box T_O)} \eta_w \|W_{g_w}\|_q. \tag{7}
\]

Démonstration. This result follows directly from Proposition 1 by noting that the set of vertices of $\mathcal{V}(T_I \Box T_O)$ is equal to $\mathcal{V}(T_I) \times \mathcal{V}(T_O)$, hence that the terms of the double sum over $\mathcal{V}(T_I)$ and $\mathcal{V}(T_O)$ can be evaluated by summing over $\mathcal{V}(T_I \Box T_O)$. The result is obtained by the definition of $\eta_w$ as $\eta_u \times \eta_v$.

The following section discusses the effects of the proposed regularization with respect to that introduced in Lee and Xing (2012).

3.2 Benefits

As mentioned previously, Lee and Xing (2012) and Chen et al. (2012) proposed decoupled joint input/output regularizers defined as the sum of input and output regularizers. In particular, the definition considered in Lee and Xing (2012) is based on a overlapping group-lasso penalty hence bears strong similarity with the one proposed in the previous section. Using the notations introduced previously, it writes as:

\[
\Omega_{I,O}(W) = \sum_{i=1}^{p} \sum_{v \in \mathcal{V}(T_O)} \eta_v \|W_{i,g_v}\|_q
\]

\[
+ \sum_{j=1}^{T} \sum_{u \in \mathcal{V}(T_I)} \eta_u \|W_{g_u,j}\|_q \tag{8}
\]

This construction has a very intuitive interpretation: it consists in repeating the output group structure for each input variable, on the one hand, and in repeating the input group structure for each task on the other. It is illustrated in Figure 2 using the same input and output tree structures considered to illustrate the product-graph construction.

Interestingly, we can note several differences, highlighted in Figure 2, between the proposed coupled regularization (5) and the decoupled one (8). Indeed, a closer look at the nature of the groups induced highlights the following disadvantages of the decoupled strategy:

Redundant groups: groups associated to leaf nodes of each tree are repeated. They therefore enter twice the group-lasso definition, which adds an unnecessary computational complexity if not properly taken into account.

Hierarchical and group constraints not ensured: the output —resp. input— group structure is repeated for variables that are affected to internal nodes of the input —resp. output— structure. As a result, the hierarchical constraint on the support definition is not enforced anymore: a group corresponding to an internal node can be turned off without necessarily turning off its descendants. Likewise, if several variables are affected to the same group, some can be set to zero without turning off the entire group.

Missing coupling effects: finally, each node in the coupled structure generates a group across tasks and features. In particular, the group defined as the entire set of input and output variables, resulting from the coupling of the two root nodes, is not included in the decoupled construction.

Remark. Several structured-sparsity problems can be seen as special cases of the coupled formulation. For instance the lasso, the simultaneous sparse coding Tropp (2006), the hierarchical sparse coding Jenatton et al. (2011) and the tree-guided group-lasso Kim and Xing (2010) can be obtained by using a trivial flat structure, defined as a collection of isolated nodes, when either tasks or features are unstructured.

4 Implementation

From a training set of multi-task observations $(x^t, \{y^t_1, ..., y^t_T\}) \in \mathbb{R}^p \times \mathcal{Y}^T$, for $i = 1, ..., n$, the joint regularizer introduced in Section 3 can be used to learn multi-task models via the general formulation:

\[
W^* = \arg \min_{W \in \mathbb{R}^p \times T} \sum_{t=1}^{n} \sum_{i=1}^{T} l(y^t_i, W_{x^t}^T x^t) + \lambda \Omega_{I,O}(W), \tag{9}
\]
where \( l \) is a loss function quantifying the divergence between the prediction \( \mathbf{w}^T \mathbf{x}^l \) and the observation \( y^l_i \), and \( \lambda \) is a regularization parameter controlling the trade-off between data-fitting and regularization terms. In this section we discuss implementation issues. We first introduce a simple vectorization procedure allowing to cast the multi-task problem into a mono-task one. We then discuss the choice of the norm to consider for the group-lasso penalty, and present the output groups weighting strategy.

4.1 A vectorization procedure

We now present a procedure to handle the minimization problem with this joint input/output regularization. The base idea is to construct an equivalent vectorized version of the problem, so that its resolution can be straightforwardly handled using standard proximal methods. In order to construct the equivalent vectorized problem, we resort to the vectorizing operator "\( \text{vec} \)" and the Kronecker product \( \otimes \), allowing, for three matrices \( \mathbf{A}, \mathbf{B}, \mathbf{C} \), to write the following relation(Petersen et al., 2006):

\[
\text{vec}(\mathbf{ABC}) = (\mathbf{C}^T \otimes \mathbf{A}) \text{vec}(\mathbf{B})
\]

We now reformulate Problem (9) using the separability of the loss function over each sample \( i = 1, \ldots, n \) and task \( t = 1, \ldots, T \). Defining \( \mathbf{X} = [\mathbf{x}_i]^T = 1, \ldots, n \) and \( \mathbf{Y} = [\mathbf{y}_t]^T = 1, \ldots, T \), with \( \mathbf{y}_t = [y^l_i]^t = 1, \ldots, n \), we can write (9) as :

\[
\mathbf{W}^* = \arg \min_{\mathbf{w} \in \mathbb{R}^{p \times T}} \sum_{i=1}^{n} \sum_{t=1}^{T} l([\mathbf{Y}]_{i,t}, [\mathbf{XW}]_{i,t}) + \lambda \Omega_{\mathcal{L}_2, \mathcal{O}}(\mathbf{W})
\]

\[
= \arg \min_{\mathbf{w} \in \mathbb{R}^{p \times T}} \sum_{i=1}^{n} \sum_{t=1}^{T} l([\text{vec}(\mathbf{Y})]_{i}, [(\mathbb{I}_{\mathcal{T}} \otimes \mathbf{X}) \text{vec}(\mathbf{W})]_{i}) + \lambda \Omega_{\mathcal{L}_2, \mathcal{O}}(\mathbf{W}).
\]

We then introduce the following function :

\[
\Omega_{\text{vec}}(\mathbf{w}) = \sum_{v \in \mathcal{T}} \sum_{t \in \mathcal{T}_v} \eta_t \eta_v \| [\mathbf{w}]_{i+(j-1)p} \|_2^2, \mathcal{T}_v \in \mathbb{G}, \mathcal{T}_v \|_q
\]

One can easily check using the definition of vectorizing operator that we have \( \Omega_{\mathcal{L}_2, \mathcal{O}}(\mathbf{W}) = \Omega_{\text{vec}}(\text{vec}(\mathbf{W})) \). As a result, the multi-task problem of interest (9) can be stated as an higher dimensional mono-task problem where the regularization has been modified to keep the cross-variable and cross-task structures :

\[
\mathbf{w}^* = \arg \min_{\mathbf{w} \in \mathbb{R}^T} \sum_{i=1}^{nT} l([\text{vec}(\mathbf{Y})]_{i}, [(\mathbb{I}_{\mathcal{T}} \otimes \mathbf{X}) \mathbf{w}]_{i})
\]

\[
+ \lambda \Omega_{\text{vec}}(\mathbf{w}),
\]

4.2 Choice of the group-lasso norm

Problem (11) is a special instance of group-lasso with overlapping groups. This problem is actually not easy to solve since the proximal operator of the regularization function has no analytical solution. Ad hoc algorithms therefore have to be deployed, that depend on the choice of \( q \) and on the group structure. Fortunately, an efficient polynomial time algorithm has been proposed by Mairal et al. (2011) to solve the overlapping group lasso for the \( \ell_\infty \)-norm when the groups are structured in a DAG. In this study, we therefore used the implementation this network-flow algorithm, which is available in the SPAMS toolbox.

4.3 Defining weights

To obtain a coherent group structure in the solution the weighting strategy is critical. Regarding the output structure, Kim and Xing (2010) proposed a data-driven strategy allowing to set the weights of the nodes so that each task is regularized equally. In this method, the output structure is built from the data by applying a hierarchical agglomerative clustering algorithm to the observation matrix \( \mathbf{Y} \). The result of this operation is a binary tree in which each internal node splits the tasks into two subsets. A pair of features \( s_v \) and \( t_v \) is then assigned to each node \( v \) depending on its height in the tree. The value \( s_v \) quantifies how its two children subsets should be set to zero separately in the support and \( t_v \), defined as \( 1 - s_v \), quantifies how they should be kept together. The group weights are then defined as \( \eta_v = t_v \Pi_{w' \in \text{Ancestors}(v)} s_w \), and it can then be shown that for each leaf \( l \) of the tree, that is, for each task of the problem, we have \( \sum_{w \in \text{Ancestors}(l)} \Pi_{w' \in \text{Ancestors}(v)} \eta_w = 1 \), meaning that each task is penalized equally irrespective of its position in the tree.

Kim and Xing set the \( s_v \) value of each node according to the normalized height of the node, leaf nodes having a height equal to zero. High nodes in the tree will therefore tend to treat their two children groups independently, hence have a lesser incentive to active them simultaneously. We refer to this strategy as absolute-height weighting and propose here a simple relative-height weighting alternative intended to better handle cases where many tasks can show very similar level of correlation, i.e. when nodes in the tree have very si-
Figure 3: Comparing the two weighting strategy on a hierarchical clustering on 10 tasks. For each node of the tree the height is given prefixed with H —except for the leaves which have 0 height—, the relative-height weight in the bottom-red rectangle and the absolute weight in the top-blue rectangle.

In this approach, we set the $t_v$ value of each internal node as the difference between the height of its parent and its own height, and set it to 0 for the root and to 1 for the leaves. Figure 3 illustrates the weights obtained by the two strategies in a 10-task problem with two groups of 5 correlated tasks. The simple intuition that large weights tend to strongly group nodes’ children may help to comprehend Figure 3. We see indeed in Figure 3 that the relative strategy tends to set bigger weights only at the top node of each of the two tasks clusters, here at height 0.42 and 0.326, which is precisely the expected behavior according to the above intuition. In contrast, we see that the nodes between the leaf nodes and these two nodes are given very small weights, and in particular smaller weights than the absolute-height strategy, meaning that they practically have no effect on the regularization. Finally, we note that the relative-height strategy regularizes tasks more homogeneously within each of the 5-task clusters, which also seems natural. As a final remark, we note that node weights could easily be used to devise a pruning strategy meant to simplify the tree-structure by removing nodes with weights smaller than a given threshold. Figure 3 suggests that such a pruning would better gather the structure of the tree if it was based on the relative height weights.

5 Simulation Experiments

We present here some simulation experiments to show the interest of our approach. We aim to evaluate the performance of the approach in terms of support recovery and denoising performance in the context of least-square regression. Our synthetic data is constructed as follows. Each column of the input matrix $X$ is drawn from the centered Normal distribution $\mathcal{N}(0, I_n)$ and normalized. The target structured and sparse matrix $W$ that we seek to recover is constructed from the input tree $T_i$ and output tree $T_o$, whose definitions are given afterward. We first draw its coefficients as $[W]_{i,j} \sim 1 + \mathcal{N}(0, \frac{1}{2})$. We then draw random pairs of nodes $(u, v) \in V(T_i) \times V(T_o)$ and set the variables in $g_u \times g_v$ to 0. This is repeated until less than 10% of non-zero coefficients are remaining. We also ensure that every column of $W$ has at least 1 non-zero coefficient. The matrix $Y$ is then set as $Y = XW$, and each column of $Y$ is finally corrupted some Gaussian noise to reach a given SNR level. We consider balanced trees as input and output hierarchical structures. A balanced tree can be defined completely by two lists: (i) a first list $C$ that gives the number of children for each depth in the tree, (ii) a second list $V$ that gives the number of (consecutive) variables that are affected to each node at a given depth. The input tree is defined as $T_i : \{ C = [4, 3, 0], V = [0, 5, 5] \}$, meaning that its root has 4 children whom have 3 children each. For every child $v$ of the root we have $|F(v)| = 5$, and for each grand child of the root $w$ we have $|F(w)| = 5$. The output-tree is defined as $T_o : \{ C = [4, 3, 0], V = [0, 0, 5] \}$. The problem hence involves 80 features and 60 tasks. The input tree is assumed to be known for the estimation of $W$, as it represents the knowledge we can have about our features. Its weights are set to 1. The output tree, on the other hand, is obtained from $Y$ using the clustering and weighting method detailed in Section 4.3.

The support recovery performance are measured by ROC curves which are shown in Figure 4 for two SNR values. Five regularizations strategies are considered: the proposed Coupled one, resulting from the Cartesian product of the input and output trees; the Decoupled one that is the sum the the input-tree and output-tree regularizations; the Input and Output regularization, taking into account only the input or the output tree structure and finally the Lasso that does not consider any structure. We observe that considering solely the output structure offers a marginal gain over the Lasso in terms of support recovery. The input structure, on
Figure 4: ROC curves of the support recovery, each marker is a given value of $\lambda$. The scatterplot for each regularization have been smoothed via a LOWESS regression (Cleveland, 1981). Note that the scale of the $x$-axis is linear for $x \leq 10^{-2}$ and logarithmic afterwards for better readability.

Figure 5: MSE values obtained two SNR values.

The other hand, markedly improves the results, even considered alone. Considering in addition the estimated output structure is beneficial only for the coupled regularization, and the improvement increases with the noise level.

To assess the denoising performance of the various regularization strategies, we repeat 10 times a process in which we generate a training dataset as described above, compute the model supports over a logarithmic grid of $\lambda$ values, perform a debiasing step on the resulting performance, and assess the predictive performance on independent samples, simulated by the same model. We then extract, for each repetition and each method, the smallest MSE obtained across $\lambda$ values and show the resulting distributions in Figure 5. We note that the coupled approach also gives better performance for the denoising task. The decoupled approach shows slightly better performance than the input only strategy for a high noise level, which may be due to a better support recovery of this method for specificity values close to one in Figure 4 for SNR = 2. Further experiments shown in Supplementary Materials indicate that the coupled approach can further benefit from the knowledge of the actual output tree structure, highlighting the fact that estimating it accurately is important.

6 Experimental Evaluation

In this section we evaluate the relevance of the approach on two real datasets involving the bacterial species *Pseudomonas aeruginosa*, an important human pathogen involved, in particular, in hospital-acquired infections. The first dataset is public and is described in Kos et al. (2015). It involves 390 strains characterized for three antibiotics, Amikacin, Levofloxacin and Meropenem, belonging to three distinct families. The second dataset involves 282 strains characterized for three antibiotics, Meropenem, Doripenem and Imipenem, belonging to the same family — the class of penems $\beta$-lactams. The level of correlation between tasks is therefore higher in the latter dataset. In the first (resp. second) database, each strain is characterized by a set of 4579 (resp. 4564) features related to 97 (resp. 95) genes involved in antibiotic resistance. These features encode the presence or absence or predefined genetic determinants. Most of them — 4516 (resp. 4510) — correspond to the presence of a specific mutation within one of these genes, and the 63 (resp. 54) remaining ones correspond to the presence of some of these genes — the 34 (resp. 41) other genes being present in all the strains. These features are organized in a two-level hierarchy in which the first level corresponds to the genes. For the first dataset for instance, the root node of the tree has 97 children corresponding each to one of the genes involved in the strains characterization. Whenever a feature explicitly encodes the presence of a gene — that is, for 63 of the 97 genes —, it is affected to its corresponding node. The second level corresponds to the within-gene genetic variants: each node of the first level has a various number of children equal to the number of mutations that may be observed within the corresponding gene. Finally, the output structure and associated groups weights are obtained by applying an agglomerative clustering operation on the matrix of resistance phenotypes, as described in Section 4.3. Note however that we consider a continuous measure of bac-
terial resistance, the Minimum Inhibitory Concentration (MIC), corresponding to the smallest antibiotic concentration required to inhibit the growth of the microorganism in an in vitro experiment, to build this hierarchical structure. Note also that we focus on discriminating between resistant and susceptible strains and discard strains of intermediate resistance.

To evaluate the predictive performance of our approach, we proceed by cross-validation. We consider a 10-fold cross-validation process where the regularization parameter is chosen, within each fold, by means of an internal 10-fold cross-validation process, as the value maximizing the classification accuracy over a grid of 60 candidate values. This process is repeated 5 times and is done on a task by task basis in order to stratify the folds according to the relative proportions of resistant and susceptible strains, that can vary from one antibiotic to the other. Results are shown in Tables 1 and 2, in which we compare our approach to the four alternative strategies described in the previous section, and to the simultaneous sparse-coding approach that forces the tasks to share the same support (Tropp, 2006).

The main conclusion that can be drawn from these tables is that the various approaches considered exhibit in general comparable performances. On the Kos dataset, in particular, all strategies provide similar performances for the Amikacin and Levofoxacin antibiotics. For the last drug, Meropenem, considering the input structure, either alone or in combination with the output structure, is beneficial and allows to improve the accuracy by up to 2 points. Interestingly, we note that the performances obtained on this dataset match those recently reported by Drouin et al. (2016) using a totally different approach, which therefore validates the use of penalized regression models in this context, as well as our list of candidate antibiotic-related genes. On the Penems dataset, the input structure also seems to have a positive impact on the classification performance. Albeit marginal (less than 1 point per antibiotic in average), the gain is systematic for the three antibiotics. Approaches considering the output structure alone show in general lesser performance than the unstructured baseline. Consequently, joint input/output methods do not improve over the approach based on the input structure only.

We note however that although the various strategies lead to comparable classification performance, the nature of the supports obtained can be quite different. This is illustrated in Figure 6 that shows, for each regularizer, the number of active features and genes as a function of the regularization parameter. These numbers were computed on the Kos dataset, and were averaged across tasks. Note that the grid of regularization parameter is sorted in a decreasing order, and is not strictly the same across methods. It is indeed defined adaptively, starting from the minimum value of \( \lambda \) leading to a non null solution. We note indeed that in terms of features, the unstructured and output strategies lead to the smallest supports. As can be expected, the strategies taking into account the input structure lead to larger supports, due to the grouping effect among mutations related to a given gene. The size of the supports provided by the coupled input/output strategy is very close to that provided by the input strategy, while the decoupled input/output strategy shows slightly smaller supports, probably due to the fact that the hierarchical constraint on the nature of the support is not maintained anymore. The simultaneous sparse coding strategy shows an in-between behavior. Considering the number of genes activated in the supports reveals that the strategies taking into account the input structure select fewer genes than the other approaches. For practical applications, this behavior can be interesting to design targeted tests focusing on a more limited number of genes. Conversely, each of the unstructured, output and simultaneous strategies seems to activate a comparable number of features and genes. We note finally that the simultaneous sparse-coding strategy systematically activates more genes, which is probably due to the fact that the three antibiotics involved in the Kos dataset have different mechanisms of actions, hence involve different resistance mechanisms. As a result, since the simultaneous strategy leads to a common support across antibiotics, it is much larger than necessary for each antibiotic taken individually. The same observations can be made on the Penems dataset. In this case, however, the gap between the simultaneous and the other strategies in terms of genes activated is lesser, reflecting the fact that the tasks are more correlated in this dataset.

7 Discussion

We have introduced a new multi-task regularizer combining hierarchical structures defined across features and tasks, which allows to perform structured variable selection when tasks can exhibit various degrees of similarity. We have demonstrated the relevance of this approach by simulation studies. Experiments carried out on two real datasets related to microbial antibiotic resistance lead to mixed results, suggesting that this application does not benefit from multi-task learning. Further experiments involving a greater number
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Proof of Proposition 1

To prove \( g_{(u,v)} = g_u \times g_v \) for any vertex \((u,v) \in V(T_2 \cup T_D) \), we proceed by recursion on the height \( h \) of the vertex. The height is defined as the length of the smallest directed path separating the considered
vertex to any vertex with no outgoing edges. For \( h = 0 \) we apply the hierarchical definition of group (1) and obtain the desire relation as vertex of height 0 has no child:

\[
g_{(u,v)} = \mathcal{F}(u,v) = \mathcal{F}(u) \times \mathcal{F}(v) = g_u \times g_v.
\]

We now assume that the property is true for \( h = n \), and consider a vertex \((u,v)\) of height \( n+1 \), then (1)
gives:
\[ g_{uv} = \mathcal{F}_u \times \mathcal{F}_v \cup \left\{ \bigcup_{w \in \mathcal{D}(u,v)} g_w \right\} \] (12)

From Definition 1 we obtain:
\[ \bigcup_{w \in \mathcal{D}(u,v)} g_w = \bigcup_{w' \in \mathcal{D}(u)} g_{u w'} \cup \bigcup_{w' \in \mathcal{D}(v)} g_{w',v}, \]

applying the recursion we can simplify it into:
\[ \bigcup_{w \in \mathcal{D}(u,v)} g_w = \left\{ \bigcup_{w' \in \mathcal{D}(u)} g_{u w'} \right\} \times g_v \cup g_u \times \left\{ \bigcup_{w' \in \mathcal{D}(v)} g_{w'},v \right\} \]

Since \( \{ \mathcal{F}(v) \} \in \mathcal{T}_v \) and \( \{ \mathcal{F}(v) \} \in \mathcal{T}_o \) are partitions of \([1, \ldots, p]\) and \([1, \ldots, T]\), respectively, we have:
\[ \bigcup_{w \in \mathcal{D}(u,v)} g_w = \left\{ g_u \setminus \mathcal{F}(u) \right\} \times g_v \cup g_u \times \left\{ g_v \setminus \mathcal{F}(v) \right\} \]

\[ = g_u \times g_v \setminus \mathcal{F}(u) \times \mathcal{F}(v) \] (13)

Finally from (12) and (13) we obtain the desired result.
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