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**A B S T R A C T**

For the most part, metrology software is currently based on the calculation of distances or angles between geometrical elements. This kind of method implies series of geometrical constructions which are amplifying measurement uncertainties. Usually, the estimation of error bars is then done after the geometrical verification. Hence, uncertainties are not directly taken into account during the checking process. To avoid these impediments, a new checking method, based on virtual gauges, is proposed in this paper. Based on Gram matrix, virtual gauges permit to perform checking without any intermediate geometrical construction. Moreover, thanks to a statistical description of the specified surface, the measurement uncertainties are thus directly taken into account during the conformance test process. An example of application is presented to demonstrate the relevance of this approach.
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1. Introduction

Since the last 10 years, progress has been completed in specification and verification of geometrical products. In metrology, the control of measurement uncertainties has thus been an active field [1–4]. Simultaneously, ISO standards proposed a new specification language called GPS. This language, based on the notions of tolerance zone and modifiers (maximum material condition (MMC), least material condition (LMC), envelop requirement (E), etc.), permits defining a set of acceptable part geometries [5]. The verification process shall include these two aspects. Currently, the tests implemented in major part of metrology software are based on the calculation of angles and distances. No uncertainty is however taken into account, but only mean values are usually evaluated for checking. Moreover, this kind of method uses series of geometrical constructions which amplify the initial measurement uncertainties [6]. When error bars are provided, it is done at the end of the verification process. The feature tolerance zone permits using a new kind of test based on a virtual gauge [7,8]. However, current works performed on virtual gauge do not integrate measurement uncertainties. The aim of this paper is therefore to present a new verification method based on a virtual gauge and a statistical representation of real surfaces including measurement uncertainties.

The principle of this method is presented in Fig. 1. As shown on the top left corner of the figure, a set of measured points is first acquired by a Coordinate Measuring Machine. This permits expressing a field of probability of presence of the matter (FPPM) which defines the probability of any point of the three-dimensional space of being located inside the matter. On the right side of the figure, a virtual gauge is then generated with respect to the geometrical specifications. In the bottom of the figure the conformance test is finally performed by comparing the virtual gauge to the FPPM. This comparison is carried out through the construction of an interference probability map (IPM), which provides the probability of any point of the real surfaces to fit the required gauge boundaries. To explain this global procedure, our paper will be split in the three sections presented in Fig. 2.

First, the principle of construction of virtual gauges will be presented. Second, the FPPM model will be explained. Finally, the calculation of IPMs will be clarified, and the problem of optimization of the virtual gauge position will be detailed.

2. Virtual gauge construction

As written before, GPS language uses tolerance zones and virtual states to express geometrical conditions. The boundaries of any specified three-dimensional space domain can thus be represented by elementary virtual gauges. Virtual gauges are the numerical and extended version of physical ones. Each elementary gauge, of index \(i\), can be represented by a family of seven vectors, named \(E_i\), see the following equation.

\[
E_i = \begin{bmatrix} n_{x_i} & n_{y_i} & n_{z_i} & e_{0i} & e_{1i} & e_{2i} & e_{3i} & \Omega_i \end{bmatrix}
\]  

(1)

The first three vectors form the construction basis which will permit expressing the link between all elementary gauges. Fourth vector defines the translation direction of the gauge. The last three vectors form the local basis which characterizes the orientation of the gauge. Fig. 3 represents a virtual gauge system connected by the construction basis.

The vector family of an elementary gauge can be efficiently modeled by a Gram matrix \(G_i\) [9] defined by the following tensorial
is a global virtual gauge given in a specific position. However tolerance zones can have their own degrees of freedom (DOF) (Fig. 4).

To model these DOFs, a perturbation operator is introduced [10]. The principle of the perturbation is to express a variation of the vector family and there after to derive the resulting Gram matrix (4).

\[ G_i \cdot \Delta \mathbf{D} \cdot \mathbf{V} \cdot G_i \cdot \Delta \mathbf{D} \cdot \mathbf{V}^T = C \cdot G_{nc} \cdot C^T \cdot \Delta \mathbf{D} \cdot \mathbf{V}^T \]  

(4)

Matrix \( \mathbf{V} \) represents the variations \( \mathbf{DE} \) applied to the different vector families \( \mathbf{E}_i \). Hence the following relation is obtained (5):

\[ \begin{array}{c}
\mathbf{DE} \\
\mathbf{G}_{nc} \\
\mathbf{C}
\end{array} \begin{array}{c}
\mathbf{E}_1 \\
\mathbf{E}_2 \\
\mathbf{E}_3
\end{array} \begin{array}{c}
\mathbf{G}_F \cdot \mathbf{V} \cdot \mathbf{T} \\
\mathbf{G}_F \cdot \mathbf{V} \cdot \mathbf{T} \\
\mathbf{G}_F \cdot \mathbf{V} \cdot \mathbf{T}
\end{array} \begin{array}{c}
\mathbf{DE} \\
\mathbf{E}_1 \\
\mathbf{E}_2 \\
\mathbf{E}_3
\end{array} \]  

(5)

where \( \mathbf{E} \) represents the global family of vectors and \( \mathbf{E}_i \) the perturbed result.

Fig. 4. DOF of tolerance zones or gauges.

The last step of the virtual gauge construction is the expression of its surface boundaries. Such surface will be characterized by a parametric equation \( \mathbf{3}\mu; \mathbf{v} \) based on the local basis of each elementary virtual gauge and curvilinear coordinates, \( u \) and \( v \). A formulation of this parametric equation, based on the Gram matrix, can be obtained by introducing a vector \( \mathbf{L} \) of geometrical parameters related to the curvilinear coordinates (6).

\[ \mathbf{3}\mu; \mathbf{v} = \mathbf{G}_i \cdot \mathbf{L}_\mu; \mathbf{v} \]  

(6)

3. Field of probability of the presence of matter

Any measurement is tainted by uncertainties related to different sources: geometry and thermal expansion compensation errors, form defects not described in the surface model choice, sampling strategy, etc. These uncertainties will be propagated when estimating the best fitted surface. As a first approach, the instrument errors (geometry, thermal expansion deviations, etc.) are however assumed completely corrected and their uncertainties neglected. Nevertheless, in our verification method, a real surface is not just represented by a mean feature, but is characterized by a full random vector. This last consists of centre point coordinates and vector components representing the derived element and intrinsic parameters such as radii and angles. A best fitting of the acquired points provides a mean vector \( \mathbf{F} \) and a covariance matrix \( \text{Cov}\mathbf{F} \) [11]. At this time, an iterative non-linear least squares
optimization method is employed for that purpose. The covariance matrix is then derived from the best fit residues calculated at the last optimization step, using a classical variance propagation method.

Our goal is then to calculate the probability of any point M to be located inside the matter, i.e. to have a negative algebraic distance (Fig. 5). To perform this calculation, all the uncertainties integrated in the random vector are propagated to the estimated integral surface. For that purpose the projection H of point M, to the mean integral surface is first computed. The expression of the algebraic distance $d_m$ between M and the best-fitted feature is thus easily derived (7):

$$d_m = H^T \mathbf{F} \mathbf{S}^{-1} n_H$$

where $n_H$ is the normal vector of the integral surface at point H. The classical propagation method is then used to calculate its variance (8):

$$\text{var}(d_m) = \frac{1}{J} \text{Cov}(\mathbf{F}) \mathbf{J}^T \mathbf{J}$$

where J represents the jacobian vector of scalar $d_m$. However, this variance only characterizes the variability of the estimated integral surface. To define the boundaries of the probed feature, the variance of the acquired points, as defined by the mean least squares residues, has also to be added to it (9).

$$S_{\text{Global}}^2 = \frac{1}{J} \text{Cov}(\mathbf{F}) \mathbf{J}^T \mathbf{S}^{-1} \mathbf{J}_\text{Residues}$$

This permits calculating the probability prob(M) of any point M to be located inside the matter by using a classical integration of a Gaussian law (Fig. 6). Thus, a three-dimensional scalar function prob(M) is built called field of probability of presence of the matter.

4. Interference probability map between the FPPM and the virtual gauge

4.1. Interference probability map

The FPPM is particularly well adapted to virtual gauges. During the checking phase, point M is just taken as a given point of the virtual gauge. Then the FPPM permits calculating the corresponding probability prob(M) (Fig. 6). This probability represents the risk of the selected point M of the virtual gauge to enter the matter, i.e. the non-conformance risk at this location.

This calculation can be done for any point of the virtual gauge elements. To decrease the calculation time, a meshing of each feature, followed by a linear interpolation, is actually performed. A set of probabilities is thus calculated which allows the construction of a graphic plot called interference probability map.

4.2. Geometrical verification process

The geometrical verification based on virtual gauge and FPPM, consists finally in verifying if the probabilities of the whole points of the calculated IPMs remain below the risk level fixed by the quality control inspector. To maximize the chance of a part to be conforming, the position of the global virtual gauge which minimizes the maximum interference probability must be found. This optimization problem corresponds to a Mini Max problem applied to the whole set of interference probabilities.

5. Experiment

Our verification method has been applied to an example. The studied part is a shaft consisting of three cylinders (Fig. 7). The central one has a coaxiality deviation specified in relation to a common datum reference. The specification and the datum reference have a MMC modifier. According to ISO standard, this specification leads to construct three coaxial elementary virtual gauges. The diameters, at the maximum material condition, are respectively 20 mm for the two datum reference features and 40 mm for the specified cylinder.

The measurement of the three cylinders has been realized on a classical Coordinate Measuring Machine (CMM). Each cylinder has been probed with 30 points. Two surface models have been fitted to these points. The first one corresponds to a perfect cylindrical integral feature. The second one is a surface of revolution created by a second-order polynomial generatrix which characterizes the major part of the form defects [12]. According to the verification method previously proposed, six different IPMs have been calculated and plotted, i.e. three for the cylindrical model and three for the polynomial one. To simplify the analysis, only the IPM of the central cylinder will be displayed. In order to highlight the limitations of the two different models, three virtual gauge sizes have been considered for the specified feature. The tested diameters were respectively fixed to 40 mm, 39.995 mm and 39.990 mm.

The major fitting results obtained by approximating the acquired surfaces by perfect cylinders are presented in Table 1. In this case, the form defects evaluated on the datum features and the specified surface are large.

![Fig. 6. Matter presence probability.](image1)

**Fig. 6. Matter presence probability.**

![Fig. 7. Gauge definition.](image2)

**Fig. 7. Gauge definition.**

<table>
<thead>
<tr>
<th>Diameter (mm)</th>
<th>Form defect (ftm)</th>
<th>Residue (ftm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Datum A</td>
<td>19.988</td>
<td>7.9</td>
</tr>
<tr>
<td>Datum B</td>
<td>19.991</td>
<td>8.5</td>
</tr>
<tr>
<td>Cylinder</td>
<td>39.977</td>
<td>4.9</td>
</tr>
</tbody>
</table>

**Table 1**

<table>
<thead>
<tr>
<th>Best fit results of the cylindrical model</th>
<th>Diameter (mm)</th>
<th>Form defect (ftm)</th>
<th>Residue (ftm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Datum A</td>
<td>19.988</td>
<td>7.9</td>
<td>2.1</td>
</tr>
<tr>
<td>Datum B</td>
<td>19.991</td>
<td>8.5</td>
<td>2.2</td>
</tr>
<tr>
<td>Cylinder</td>
<td>39.977</td>
<td>4.9</td>
<td>1.5</td>
</tr>
</tbody>
</table>
Table 2

<table>
<thead>
<tr>
<th>Diameter (mm)</th>
<th>Deviation (mm)</th>
<th>Residue (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Datum A</td>
<td>19.988</td>
<td>1.4</td>
</tr>
<tr>
<td>Datum B</td>
<td>19.991</td>
<td>1.7</td>
</tr>
<tr>
<td>Cylinder</td>
<td>39.977</td>
<td>1.7</td>
</tr>
</tbody>
</table>

Fig. 9. Specified surface IPM.

Without any doubt. The same kind of results was also found for the datum features IPMs.

6. Conclusion

In this paper, a new approach has been proposed to verify geometrical specifications. This method, based on virtual gauges, includes the measurement uncertainties directly in a global checking process. The probability of any point to be located inside the part has therefore been evaluated, thus defining the field of probability of presence of matter. The FPPM avoids conformance tests based on series of constructions where the uncertainties are estimated after calculation of the geometrical deviations to test. This paper brings to the fore that increasing the number of parameters used to describe and fit the probed surfaces leads to a better characterization of the form defects and thus reduces considerably the uncertainties. In practice, the number of variables of the surface model will however be limited by the quantity of points being acquired.
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