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Abstract—In ultra-wideband impulse radio communications, process, voltage, and temperature variations may impact the operation of emitters by modifying the emitted power spectral density. In order to compensate the impact of such variations and to respect the spectral emission masks, self-calibration systems able to estimate the output power spectral density have to be integrated in ultra-wideband impulse radio transmitters. In this paper, a new power spectral density estimation method for ultra-wideband impulse radio signals is presented. Unlike the discrete Fourier transform classically used to estimate the power spectral density, the proposed method, which is based on the measurement of the time varying envelope and instantaneous frequency of the emitted pulse, preserves a link between the time and the frequency domain thanks to a piece-wise approximation of these waveforms. This time-to-frequency link enables a straightforward pulse shape control by using simple control methods and allows to comply with spectral masks required by ultra-wideband communication regulations and standards such as the IEEE 802.15.4a. Thus, both envelope and instantaneous frequency extraction techniques are introduced for acquisition of these time domain waveforms in ultra-wideband impulse radio domain. The proposed techniques are validated and allow to consider future hardware implementation in order to build on-chip calibration systems for ultra-wideband transmitters.

Index Terms—Fourier transform, impulse radio, instantaneous frequency, power spectral density, transmitter calibration, ultra-wideband.

I. INTRODUCTION

FOR ABOUT A decade, ultra-wideband (UWB) technology has demonstrated its potential for high [1] and low [2] data rate short range wireless communications [3], [4]. Moreover, it offers high localization performances by accurate measurement of the time of flight thanks to its robustness to multipath fading [5]. In 2002 the Federal Communications Commission (FCC) defined an UWB signal with a minimum -10 dB bandwidth of 500 MHz or -10 dB fractional bandwidth of 20% [6]. To enable the coexistence and dissemination of UWB systems, the FCC and the European Telecommunications Standards Institute (ETSI) set power emission constraints for all kinds of UWB devices operating in the 3.1 to 10.6 GHz UWB frequency band. Inside the band, the mean power spectral density is limited to -41.3 dBm/MHz (0 dBm/50 MHz for the peak power spectrum density).

To establish communications between UWB devices, the IEEE 802.15.4a Standard [7] defines 15 channels with a -3 dB bandwidth of 499.2 MHz, 1081.6 MHz, and 1331.2 MHz. A transmission power spectral density (PSD) mask is connected to each IEEE channel as shown in Fig. 1 for two adjacent channels among the 15 possible. Considering the high required bandwidths, two adjacent IEEE channels have very close central frequencies. For instance, channels 2 and 3 of this standard are centered on 3993.6 MHz and 4492.8 MHz respectively, which in combination with the emission masks imply challenging power limits for each channel. For the two channels shown in Fig. 1, to ensure that the PSD complies with IEEE 802.15.4a Standard, the required rejection is 10 dB and 18 dB at ±324 MHz and ±398 MHz offsets relative to the central frequency, respectively. Note that the power limit
in Fig. 1 is given in dB relative to the maximum of the power spectral density of the emitted signal.

In order to generate a signal with ultra-large bandwidth, a way is to use impulse modulation of short pulses instead of continuous wave carrier modulation, since this allows to reduce the complexity and the cost of the transmitter. However, impulse radio (IR) circuits are disturbed by process-voltage-temperature (PVT) variations that cause performance degradations, impacting notably the emitted pulse PSD shape and amplitude [8]. Therefore, to comply with the spectral masks of the IEEE 802.15.4a Standard shown in Fig. 1 in the presence of PVT variations is not a trivial task.

The computation of the PSD of the signals emitted by IR systems has been largely studied [9]–[11]. For instance, for a linear modulation of an impulse signal considered as a random process, it is possible to use the Bennett’s formula [12] which shows that the PSD is directly proportional to the square modulus of the Fourier transform of the emitted pulses. However, analytical determination of the Fourier transform of the pulse used to create the IR-UWB signal is difficult.

The conventional solution consists of performing the discrete Fourier transform (DFT), but it requires an analog-to-digital conversion of the radio frequency (RF) signal with a very high cost from the hardware implementation point of view. Moreover, in order to be able to change the PSD values in order to respect the IEEE standard masks, a practical manner is to work in the time domain, but it is difficult to understand the impact of time domain modifications in the DFT formula. Thus the time-to-frequency link is a common topic of study in the literature with the aim of computing the Fourier transform.

Firstly some authors have focused their attention on pulse shapes that have an analytical representation in order to find good candidates respecting spectral masks by Fourier transform computation. In this context, the Gaussian pulse and its high-order derivative have largely been studied [13]–[15] since they are comfortable in terms of Fourier transform computation. Other signals have been studied such as Hermite polynomials or prolate spheroidal functions [16], [17]. Pulse design methods also exist based on the linear combination of the above-mentioned signals [18]–[20]. The superposition of Gaussian sub-carriers used in [21] and [22] enables flexibility for the realization of time domain pulse shapes in order to generate spectra which fits on FCC masks. The use of analytical pulse shapes allows to have a good knowledge on the spectrum but places a lot of constraints in the design of electronic devices required for the generation of such waveforms.

Some circuits have been realized in order to generate the pulse shapes previously mentioned, as in [23] where a fifth derivative Gaussian pulse generator is presented. But the aim in the design of such transmitters is often to comply with mean power limits defined by the FCC. The effect of PVT variations on the PSD is generally not a problem to respect these limits because the boundaries are far from the central frequency. Moreover, with the aim of generating the pulse shapes previously mentioned based on mathematical functions, the hardware implementation of emitters may be impossible from designers’ point of view. The aim of this study is to obtain an IR-UWB signal compliant with the IEEE 802.15.4a Standard masks.

The trivial solution consists on adding filters that limit the spectral emissions at particular frequency points independently of the impact that the PVT variations may have on the emitted pulse PSD shape. However, instead of using such costly hardware filters, it could be interesting to build smart on-chip calibration system for IR-UWB transmitters which have often a lot of control possibilities to guarantee that the pulse PSD fits on the emission mask [24]. In Fig. 2 such an IR-UWB transmitter is represented. A single antenna is shared by the transmitter (TX) and the receiver (RX). A digital baseband unit is often used in order to process the data. On the transmitter side, a calibration loop is used in order to adjust the transmitter emission before the antenna when the TX is in calibration mode. This loop could be disconnected from the transceiver thanks to a calibration switch in order to not disturb its operation in the normal TX mode. Then information would be extracted from the output of the transmitter and a control method should act on the possible control knobs of the transmitter in order to calibrate the PSD.

To build such an integrated calibration system, it is proposed in this work a generic way to approximate the impulse radio signal in time domain by a simpler representation in order to estimate the frequency domain characteristics of the signal on a digital embedded unit, and make it compliant with the settings of the IEEE 802.15.4a Standard. Also this work is limited to the study of impulse radio signal with a maximum -3 dB bandwidth of 1331.2 MHz, which implies a relative pulse duration of a few nanoseconds. In [25], a “modified-triangular” shape was proposed as an alternative to build an IR transmitter with controllable PSD emission. It is an example of a very simple shape which allows analytical computation of the Fourier transform that makes it possible to modify the pulse parameters in a simple way in order to have a time domain signal respecting the IEEE 802.15.4a Standard frequency mask. Conversely, the method proposed in this work can be
applied to all kinds of impulse radio signals because it is based on the measurements of the envelope and the instantaneous frequency of the radiofrequency signal. This study wants to prove that it is possible to use these well-known continuous wave techniques in order to extract baseband information of IR-UWB signals. Moreover it is conceivable to measure these waveforms on-chip, which enables the development of embedded calibration systems.

This paper is organized as follows. In Section II, the time domain signal model based on the envelope and the instantaneous frequency waveforms is presented. In order to extract these time domain waveforms from the emitted signal, a down-conversion method and an RF signal based method are introduced in Section III. A piece-wise approximation is employed on the envelope and the instantaneous frequency in Section IV in order to finally establish a frequency representation of the Fourier transform of the pulse. Section V shows the validity of the presented method by applying it to an IR-UWB signal and demonstrating its use in transmitter calibration.

II. SIGNAL MODELING

In this section, a convenient model for the UWB signal is introduced. As seen before, a common hypothesis for IR-UWB emitter is to use the real valued Gaussian pulse model in order to describe its time domain behavior and to enable Fourier transform computation [13]–[15]. In practice, it does not seem to be realistic to find some mathematical functions representing adequately the output signal of existing emitters in the frequency domain by using a reduced set of parameters.

Indeed, the signal can be characterized easily in the time domain. In Fig. 3 an example of a measured impulse signal is shown. It is used in an existing IR-UWB transmitter device [26] for localization applications. From the figure, it becomes clear that it is difficult to approximate the envelope of the RF signal by any existing simple mathematical function, at least since the rise and fall of the pulse can have a lot of different shapes.

The second observation concerns the behavior of the down-converted RF signal. The PSD for an impulse signal is often noticed asymmetrical compared to its carrier frequency axis (as shown in Fig. 4, where $S(\nu)$ is the spectral part for positive frequencies of RF signal $s(t)$). The PSD $S_{BB}(\nu)$ is this same spectral part down-converted in baseband with a frequency translation $\delta_{00}$. However, the PSD can not be asymmetrical if the time domain signal is actually a function with real values.

So, because of the contraposition of the Fourier transform property, the signal $s_{BB}(t)$ can be seen as a complex valued function. This statement increases the difficulty to find an existing function approaching the impulse signal.

Following these two observations, the baseband signal $s_{BB}(t)$ can be written as follows:

$$s_{BB}(t) = a(t)e^{j\varphi(t)},$$  \hspace{1cm} (1)

where $a(t)$ and $\varphi(t)$ are respectively the envelope and the instantaneous phase across the representation of band-pass signal [12]. It is assumed that the signal $s_{BB}(t)$ complies with the definition of band-pass signal. For that, it is considered (1) makes sense only if its bandwidth is negligible compared to its carrier frequency $\nu_0$. In other words, the studied signals are limited to UWB signals whose bandwidth does not produce power interferences between the $\nu_0$ centered signal and its baseband image as shown in Fig. 4. Moreover, signals with, for example, dual carriers cannot be studied here [27].

Note that in this work, the carrier frequency $\nu_0$ is considered as the inverse of the mean value of all oscillation periods in the pulse (see Fig. 3). To estimate the pulse duration only the oscillations with a local maximum that are higher than a threshold level are taken into account. Here the threshold has been chosen with a value of 50 mV in order to differentiate the first effective oscillation in the pulse from the non-true oscillations due to electronical noise possibly existing where the pulse is turned off. If a noisy oscillation was taken into account, the effective duration of the pulse would be wrong and the estimated carrier frequency too.

To meet with the model adopted in (1), the signal $s(t)$ is written as:

$$s(t) = \Re\{s_{BB}(t)e^{j2\pi\nu_0 t}\}.$$  \hspace{1cm} (2)

From this equation, it is possible to write,

$$s(t) = a(t)\cos(2\pi\nu_0 t + \varphi(t)).$$  \hspace{1cm} (3)

From (2) and (3), the function $s(t)$ is actually a finite real envelope $a(t)$ up-converted to the central frequency $\nu_0$ and modulated by the instantaneous phase $\varphi(t)$. This analysis can also be found in (1) where $\varphi(t)$ gives its complex nature to the baseband signal. By assuming that the instantaneous phase is a differentiable function, it is possible to express the

Fig. 3. Time domain measurement of the UWB pulse.

Fig. 4. The UWB signal in frequency domain.
instantaneous frequency as follows:

\[ f(t) = \frac{1}{2\pi} \frac{d\varphi}{dt}(t). \] (4)

In further sections, these time parameters \(a(t)\) and \(f(t)\) are used in order to establish a frequency representation of the signal and also to approach the analytical Fourier transform result. For this purpose, three main points will be discussed:

- Extraction of the time domain waveforms \(a(t)\) and \(f(t)\) in (3) and (4);
- Establishment of analytical frequency representation of the signal using the time domain waveforms;
- Perspective of the PSD modification using \(a(t)\) and \(f(t)\) controls in the time domain thanks to the established time-to-frequency link.

III. EXTRACTION OF THE TIME DOMAIN PARAMETERS

This section introduces the extraction of the time domain waveforms. Here, two methods are presented in order to obtain the envelope \(a(t)\) and the instantaneous frequency \(f(t)\) from RF signal \(s(t)\).

A. Down-Conversion Method

This method is based on the down-conversion of the emitted signal in order to mathematically compute \(a(t)\) and \(f(t)\) in the frequency baseband.

Equation (3) can be rewritten as:

\[ s(t) = a(t)\left(\frac{e^{j(2\pi f_0 t + \varphi(t))} + e^{-j(2\pi f_0 t + \varphi(t))}}{2}\right). \] (5)

So the ideal down-conversion of \(s(t)\) using the multiplication by \(e^{-j(2\pi f_0 t)}\) in time domain gives:

\[ s(t)e^{-j(2\pi f_0 t)} = \frac{s_{BB}(t) + s_{HRF}(t)}{2}, \] (6)

where

\[ s_{BB}(t) = a(t)e^{j\varphi(t)} \] (7)

and

\[ s_{HRF}(t) = a(t)e^{j(2\pi 2f_0 t + \varphi(t))}. \] (8)

By filtering \(s_{HRF}(t)\) all the needed information are contained in the real and the imaginary parts of the estimated baseband signal \(s_{BB}(t)\), respectively obtained on I and Q paths (Fig. 5).

The ideal estimation of the envelope and the phase in time domain parameters also consists of the computation of the modulus and the argument of the baseband signal. The derivative of \(\varphi(t)\) gives the instantaneous baseband frequency \(f(t)\) as seen in (4).

B. RF Signal Based Method

RF signal based method allows the estimation of the envelope and the instantaneous frequency with the help of on-chip analog operations directly applied on the RF signal.

1) Envelope Detection: From physical point of view, the determination of the envelope of an impulse radio signal is a well-known operation [28], [29], but an energy detection is often targeted [30]. Here the aim is to obtain an accurate measurement of the envelope. To model an envelope tracking system behavior, it is chosen to define the envelope as the linear interpolation between each extrema of the oscillating pulse signal from mathematical point of view. However, this technique restricts the kind of impulse signals which can be measured. Indeed there is a trade-off between the bandwidth and the oscillation frequency inside the pulse. In order to have a good approach of the envelope with linear interpolation between each extrema of the oscillating pulse, it is necessary to have enough oscillations inside the pulse with a sufficiently long duration. As said in Section 6.8a.12.1, “Transmitter specification,” of the IEEE 802.15.4a Standard [7], the pulse shape is not prescribed but has to comply with the pulse duration defined for the root raised cosine reference pulse across their cross-correlation. For example, for a 2 ns duration for the reference pulse, the 8th order Butterworth pulse used is existing during 5 ns, whereas achieving envelope extraction of pulse presented in [31] and [32] seems more difficult with this technique.

2) Instantaneous Frequency Estimation: The measurement of the instantaneous frequency of an oscillating signal attracts great interests for a long time. A digital instantaneous frequency measurement subsystem was presented in 1996 in [33]. It is based on a mix between the RF signal and the delayed one. This idea is taken again in 2007 in [34] to build a phase-noise measurement circuit. Based on FIR filters, the instantaneous frequency estimator presented in [35] for FMTelemetry applications explains how to digitally extract the instantaneous frequency from a discrete-time baseband complex signal. Below the continuous time methods based on the delayed signal, as in [33], is applied to our impulse signal to get the instantaneous frequency.

From the real oscillating signal of (3), a new signal \(s_t\) (Fig. 5) is built by time delay operation:

\[ s_t(t) = s(t - \tau) = a(t - \tau)\cos(2\pi f_0 (t - \tau) + \varphi(t - \tau)). \] (9)
The product of $s$ and $s_\tau$ gives the mix signal:

$$s_{\text{mix}}(t) = \frac{a(t)a(t-\tau)}{2} \left[ \cos(2\pi v_0 \tau + \varphi(t) - \varphi(t-\tau)) + \cos(2\pi v_0 (2t-\tau) + \varphi(t) + \varphi(t-\tau)) \right].$$ \hspace{1cm} (10)

Then the delay $\tau$ is chosen in order to have:

$$2\pi v_0 \tau = \frac{\pi}{2} + 2k\pi, \ k \in \mathbb{N}. \hspace{1cm} (11)$$

With the condition (11), due to trigonometric transformation $s_{\text{mix}}(t)$ becomes:

$$s_{\text{mix}}(t) = \frac{a(t)a(t-\tau)}{2} \left[ \sin(\varphi(t) - \varphi(t-\tau)) + \sin(2\pi v_0 2t + \varphi(t) + \varphi(t-\tau)) \right]. \hspace{1cm} (12)$$

Here, if the difference $\varphi(t) - \varphi(t-\tau)$ is very close to zero (it means slow variations for the instantaneous phase),

$$\sin(\varphi(t) - \varphi(t-\tau)) \approx \varphi(t) - \varphi(t-\tau). \hspace{1cm} (13)$$

Combining (12) and (13) and using a low pass filtering to remove high frequency components, the instantaneous phase can be computed. When the signal $s_{\text{out}}(t)$ (Fig. 5) is divided by the product of the envelope and the delayed envelope, the result is:

$$\frac{s_{\text{out}}(t)}{a(t)a(t-\tau)} \approx -\frac{1}{2} (\varphi(t) - \varphi(t-\tau)). \hspace{1cm} (14)$$

Here, the definition (4) of the instantaneous frequency is not so far. As shown in Fig. 5, the result in (14) is divided by the delay $\tau$ and the estimation gives:

$$f(t) \approx -\frac{1}{a(t)a(t-\tau)} \frac{s_{\text{out}}(t)}{\tau \pi}. \hspace{1cm} (15)$$

C. Comparison of the Two Methods

The accuracy of both studied methods is verified here. The down-conversion method for the estimation of the time domain waveforms presented in Fig. 5 is only based on well-known mathematical operations to estimate $a(t)$ and $f(t)$. This method is chosen as a reference in order to evaluate the RF signal based method. Note that for the rest of the study the pulse was measured with a time step $\Delta t$ of 25 ps since the maximum available sampling frequency was 40 GHz. A number of 643 points was measured in time domain so the time vector has a duration of 16.05 ns, but inside the pulse only 164 points were measured above the threshold defined in Fig. 3. The estimated central frequency is 3943 MHz and the corresponding $\tau$ is 63 ps. The frequency step corresponding to the simulation duration is 62.3 MHz.

In Fig. 6 the envelope of the impulse signal is drawn thanks to the methods introduced in Section III. Both of the envelopes are quite identical.

In Fig. 7, the instantaneous frequency from the down-conversion method and from the RF signal based method are shown. Both signals vary in the same way with almost identical oscillation and amplitude values. Thus, both methods are matching. Note that hatched windows are drawn to highlight time periods where the impulse signal contains only noise so the definition of the instantaneous frequency does not make sense.

For the rest of this study, the RF signal based method was chosen in order to estimate the time parameters because this method offers more practical possibilities for a future hardware implementation of an on-chip measurement system. Even if the down-conversion method seems interesting, the need of local oscillator to provide the I and Q baseband signal gives lots of constraints for hardware implementation, especially in terms of silicon area and power consumption. Based on a direct measurement of RF signal, the second method does not have these drawbacks. Nevertheless, the RF signal based method still should use a technique that allows to estimate the carrier frequency $v_0$ of the pulse in order to have a reliable result for the estimation of the delay $\tau$. It is important to work in the frequency baseband in order to reduce the constraints on the analog-to-digital conversion, which can be very expensive in terms of power and area costs. Moreover with a maximum of analog hardware implementation for time parameters extraction it is possible to reduce the complexity of the digital baseband implementation in order to avoid adding additional digital part around transmitters.
IV. ESTABLISHMENT OF A FREQUENCY
DOMAIN REPRESENTATION

In order to approach the result of the Fourier transform, the aim of this section is to get a frequency representation which would not require an analytical knowledge of the signal envelope and/or its instantaneous phase. Thanks to a frequency representation based on the time domain parameters, it would be possible to find which time part of the time domain signal has the major contribution in the PSD in the frequency domain.

A. Time Domain Baseband Signal Expression

Even if it is possible to compute the power spectral density with the Fourier transform, it is not suitable to use the DFT because the problem is that the time-to-frequency link is lost and it is not possible to understand in which manner both time domain waveforms act on the result. To implement the control in the time domain seems to be more reliable on hardware level. Therefore, the attention is focused on approximation of the envelope and the instantaneous frequency of the baseband signal.

Indeed, from practical point of view, \( a(t) \) and \( f(t) \) (at least \( \varphi(t) \)) are physically measurable characteristics. Here the only hypothesis is that \( a(t) \) and \( \varphi(t) \) can be approximated by piece-wise linear or non-linear functions. For an n-th order approximation, the time error \( \epsilon_n \) between the signal \( s(t) \) and the approximate signal \( s_n(t) \) and its norm as a square-integrable function (L2-norm) are:

\[
\epsilon_n(t) = s(t) - s_n(t)
\]

\[
||\epsilon_n||_2 = \sqrt{\int_{\mathbb{R}} |\epsilon_n(t)|^2 \, dt}
\]

It is well-known that the L2-norm of the error decreases when the approximation order \( n \) is increased. Moreover, according to the Parseval’s identity, the L2-norm of \( \epsilon_n \) is the same in time than in frequency domain. That is why it would be better to use the time domain signal model which would make the best approximation in order to get an accurate PSD.

Thus, to realize these approximations, a piece-wise approximation can be used for \( a(t) \) and \( f(t) \) using polynomial functions fitting to the waveforms. However, the continuous polynomial approach with 2nd order or more requires difficult computations to find the analytical expression of Fourier transform. In order to reduce the problem complexity, it is possible to use a continuous linear time variant piece-wise model for both parameters \( a(t) \) and \( f(t) \). However, it leads to second order Fresnel integration into the Fourier transform calculation because \( \varphi(t) \) is the primitive of \( f(t) \). A compromise can be found if one can tolerate the consideration of the linear evolution for the phase, thus a piecewise constant behavior of the instantaneous frequency. The envelope will keep a linear model in a first approach. Thus a finite sum of rectangular window \( \Pi \) linearly approximates the signal \( s_{BB}(t) \) by

\[
s_{BB_{linear}}(t) = \sum_{i=0}^{N-1} a_i(t)e^{j\varphi_i(t)}\Pi_{\Delta t}\left(t - \frac{\Delta t(2i + 1)}{2}\right),
\]

where

\[
a_i(t) = b_i t + c_i,
\]

\[
\varphi_i(t) = 2\pi f_i t + \varphi_{0,i},
\]

where \( \Delta t \) is the chosen length of one time window and \( N \) is the number of intervals according to the chosen unitary time step \( \Delta t \) (\( N = T_p/\Delta t \)). The minimum value for \( \Delta t \) is the minimum time step enabled by the measurement device. The terms \( b_i \) and \( f_i \) are respectively the \( i \) th slope value of \( a(t) \) and instantaneous frequency \( f(t) \) in the piece-wise approximation; \( c_i \) and \( \varphi_{0,i} \) are the y-intercept of each linear part. Moreover \( \varphi_{0,i} \) insures the continuity during the \( f(t) \) integration to obtain the phase \( \varphi(t) \) of the signal according to (4).

It can be also interesting to consider the envelope with a piece-wise time invariant approach. It gives:

\[
s_{BB_{stairs}}(t) = \sum_{i=0}^{N-1} a_i e^{j\varphi_i(t)}\Pi_{\Delta t}\left(t - \frac{\Delta t(2i + 1)}{2}\right).
\]

Here \( a_i \) is the \( i \) th sample of envelope \( a(t) \).

B. Spectral Study

The definition in (18) assumes that \( s_{BB}(t) \) is a finite energy signal like impulse signals. As a square-integrable function, it is now possible to determine its Fourier transform:

\[
S_{BB_{linear}}(v) = \sum_{i=1}^{N} e^{j\varphi_i}\left[ b_i \left( t_i e^{-j2\pi(v-f_i)\Delta t} - t_{i-1} e^{-j2\pi(v-f_i)\Delta t} \right) - \frac{e^{-\frac{j2\pi(v-f_i)\Delta t}{2}}}{-2\pi(v-f_i)} \right] + c_i \Delta tsinc\left(\pi(v-f_i)\Delta t\right)e^{j\theta_i(v)},
\]

where

\[
\theta_i(v) = -2\pi(v-f_i)\frac{\Delta t(2i + 1)}{2} + \varphi_{0,i}.
\]

The delayed rectangular windows yield cardinal sine functions in frequency domain which are multiplied by a complex exponential function depending of the delay applied on the different windows. In (20), the envelope which is approximated by linear piece-wise functions, produces in the frequency domain two complex quotients between complex exponential functions and the frequency variable \( v \). It is interesting to note that those quotients are similar to a cardinal sine. Finally, the instantaneous phase of the impulse signal, represented by the time dependent complex exponential function, provides a Dirac delta function which modulates the cardinal sine functions in frequency domain.

In the same way, it is possible to calculate the Fourier transform of the signal from the model in (19) with piece-wise time constant approach for the envelope:

\[
S_{BB}(v) = \sum_{i=0}^{N-1} a_i \Delta tsinc\left(\pi(v-f_i)\Delta t\right)e^{j\theta_i(v)}.
\]
As mentioned before, in order to estimate the PSD of the train of pulses \( x(t) \) thanks to the Bennett’s formula for instance, the squared modulus of the Fourier transform of the emitted pulse \( s(t) \) is necessary. Indeed, for instance, the impulse modulation for the signal can be:

\[
x(t) = \sum_i \alpha_i s(t - iT_s),
\]  
(23)

where \( s(t) \) is the emitted pulse, \( T_s \) is the symbol duration and \( \alpha_i \) is the symbol defining the weighting of the amplitude at the instant \( iT_s \). For instance, for a linear modulation with independent symbols, the PSD of the train of pulses is:

\[
PSD_x = \frac{\sigma_s^2}{T_s} |S_{BB}(\nu)|^2 + \frac{\mu_s^2}{T_s} \sum_i |S_{BB}\left(\frac{i}{T_s}\right)|^2 \delta(\nu - i/T_s),
\]  
(24)

where \( \sigma_s \) and \( \mu_s \) are respectively the mean value and the variance of the whole of the symbols \( \alpha_i \). For convenience, just the result from the Fourier transform in (22) is given:

\[
|S_{BB}(\nu)|^2 = \left[ \left( \sum_{i=0}^{N-1} r_i(\nu) \cos(\theta_i(\nu)) \right)^2 + \left( \sum_{i=0}^{N-1} r_i(\nu) \sin(\theta_i(\nu)) \right)^2 \right]^2,
\]  
(25)

where \( \theta_i(\nu) \) is defined in (21) and

\[
r_i(\nu) = a_i \Delta t \sin_c(\pi (\nu - f_i) \Delta t).
\]  
(26)

Each part in the piece-wise approximation of \( a(t) \) and \( f(t) \) displays a radius function \( r_i \) and an angle function \( \theta_i \). The first has a maximum value which is equal to \( a_i \Delta t \) at the instantaneous frequency value \( f_i \) due to the presence of the cardinal sine function. The width of each cardinal sine function is inversely proportional to \( \Delta t \) interval in the piecewise approximation. In practical cases, this cardinal sine function has no impact on the signal at low frequency. However when the number of samples is low due to a large \( \Delta t \) interval, the sine cardinal functions enable to improve the precision of the signal.

C. Frequency Domain Estimation Method Validation

The discrete Fourier transform of the oscillating pulse can be obtained from the MATLAB fast Fourier transform (FFT) algorithm. In order to evaluate the accuracy of equation (25), this FFT result is used as the reference. In order to get higher frequency resolution, the time periods when the pulse is switched off are retained during the computation. Also it avoids any problem due to the time repetition of the signal given by FFT algorithm.

An example of frequency domain representation obtained from piece-wise time constant approach of time domain waveforms shown in Figs. 6 and 7 is given in Fig. 8. The aim is to prove the validity of the proposed frequency representation method.

<table>
<thead>
<tr>
<th>Fig. 8. Comparison between DFT and the proposed method results.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 9. Method to estimate the PSD of an IR UWB transmitter.</td>
</tr>
</tbody>
</table>

Fig. 9. Method to estimate the PSD of an IR UWB transmitter.
the analytical expression in (25) is used to introduce a simple strategy in the time domain in order to modify the SQ curve according to the targeted mask. For convenience, the modulation in the pulse repetition is not taken into account. An average of the emitted pulses during one millisecond period using one megahertz resolution bandwidth is required by the IEEE 802.15.4a Standard. Here, the possibility to control precisely the envelope and the instantaneous frequency is considered because the study was done on a measured pulse but in an integrated transmitter system the inputs would act on the oscillating output so the response of the transmitter to its inputs should be well-known.

The SQ drawn in Fig. 8 presents a secondary lobe in positive frequencies around 500 MHz which is higher than the one in negative frequencies. This lobe does not comply with frequency mask. Two solutions to reduce the power density of this lobe are suggested.

The first solution is to modify the instantaneous frequency. In Fig. 10, the SQ before correction shows positive values which appeared during the pulse extinction and included between 0 and 300 MHz. From the expression of $r_i(\nu)$, those values of instantaneous frequencies engender some energy on the right side of the SQ. For instance a part of this energy can be moved to the main lobe. To do that, the instantaneous frequency values from 4.7 ns up to the pulse end are arbitrarily replaced to the mean value of the instantaneous frequency between 3 and 4.7 ns, so -70 MHz. The SQ obtained is shown in Fig. 11 and indicates a reduction of the positive secondary lobe after the correction of the instantaneous frequency. So by correction on the instantaneous frequency it is possible to move some energy of the pulse along the frequency axis. Note, by adding values close to the carrier frequency into the instantaneous frequency, the maximum of the main lobe of the SQ is shifted to negative frequencies. Thus the modification produced on the whole SQ by changing a part of the instantaneous frequency have to be taken into account in a calibration strategy. On the SQ without normalization a reduction of 1 dB was noticed.

A second solution to reduce the power density of a lobe can be considered by modifying the envelope. Indeed, as seen before, the instantaneous frequency gives the distribution of the energy along the frequency axis. But according to (22), the values of the envelopes gives the amount of energy. Thus, in order to reduce the contribution of these instantaneous frequency values, it is also possible to act on the envelope values. However, to reduce the envelope where the instantaneous frequency is positive can also increase the PSD in negative frequencies because the PSD at the specific frequency $\nu$ is the squared modulus of a complex vectorial sum. So the influence of the i-th vector in the sum is not the same according the frequency $\nu$.

The result obtained with this second solution is represented in Fig. 12. The envelope between 4.5 and 6 ns has been reduced by subtracting a constant value. The result after the envelope correction is shown in Fig. 13. The secondary lobe in positive frequencies is actually lowered and respects the mask. But in this case, the reduction of the envelope during the extinction of the pulse has an effect on the bandwidth of the main lobe of the SQ too and the maximum is not only shifted on the frequency axis. To shift back all the SQ into the mask, it is possible to make a shift on the carrier frequency by adding the same positive correcting value on all the instantaneous frequencies.

The link between these two time characteristics and the origin of the spectral asymmetry is established and these
Fig. 13. Comparison before and after envelope correction.

Examples demonstrate the possibility to modify the SQ by using the envelope and the instantaneous frequency thanks to (25). But, in order to highlight the possibility to act on the PSD thanks to the envelope and instantaneous frequency, to perform all the previous corrections made on these two time parameters, it was assumed that it is possible to act on these time domain waveforms independently. However, across (15), if the envelope is modified, the instantaneous frequency has to be extracted again. Moreover, according to (25), for a given value of frequency \( \nu \), every value of the envelope and the instantaneous frequency take part in the value of the SQ on this frequency point \( \nu \). Also there is no orthogonal relation in order to tune the frequency domain from the time domain. It is possible to use an input sweep method that consists in trying a predefined configurations of input knobs. The calibration should act on the inputs of the transmitter step-by-step, learning each time the effect of its previous time domain correction on the PSD. This machine learning method could be very time and energy consuming, but since it is used once or very few times in the calibration mode, it will represent very low amount of the circuit total consumption on the whole functional period.

VI. CONCLUSION

One of the main challenges for IR-UWB transmitters is to comply with IEEE 802.15.4a Standard spectral masks while these emitters are disturbed by process, voltage, and temperature variations. In this way self-calibration systems have to be integrated to ultra-wideband impulse radio transmitters which implies on-chip power spectral density estimation. It requires the computation of the Fourier transform of the emitted pulse but it is a difficult task due to the impulse nature of the signal. The method presented here is based on the direct extraction from the RF signal of the envelope and the instantaneous frequency. With these two time domain waveforms, it is possible to fully represent the power spectral density around the zero frequency. A piece-wise approach of these time domain waveforms is proposed in order to allow the estimation of a frequency domain representation of the impulse signal. This approach is independent of the pulse shape in order to be used with different IR-UWB transmitters. The analytical expression of the Fourier transform of the emitted pulse shows how the time domain waveforms influence the frequency domain. In this way it is possible to modify the envelope and the instantaneous frequency in order to comply with IEEE 802.15.4a Standard spectral masks. This result and the well-known continuous wave techniques employed to extract the time domain parameters prove the possibility of the hardware implementation of on-chip calibration systems for IR-UWB transmitters.
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