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LOCAL FREQUENCY ANALYSIS WITH
TWO-DIMENSIONAL WAVELET TRANSFORM

Caroline Gonnet * Bruno Torresani **

Abstract : An algorithm for the characterization of local frequencies in
two-dimensional signals is described. The algorithm generalizes to the 2D
situation a method previously proposed in the 1D context, based on the
analysis of the phase of the continuous wavelet transform. It uses families

of wavelets generated from a unique one by shifts, dilations and rotations.

Résumé: On décrit un algorithme permettant la caractérisation de fré-
quences locales dans les signaux bidimensionnels. L’algorithme est la géné-
ralisation bidimensionnelle d’une méthode précédemment proposée dans le
contexte unidimensionnel, basée sur ’analyse de la phase de la transformée
en ondelettes continue. Il utilise une famille d’ondelettes engendrées a partir

d’une unique fonction par translations, dilatations et rotations.
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I. INTRODUCTION.

The problem of determining local frequencies in signals occurs in many different signal
processing applications, in one-dimensional as well as two and three dimensionals situa-
tions, for example in speech analysis and computer musics (1D) or machine vision (2D).
It has been recognized for a long time that time-frequency methods (1D) or their higher
dimensional generalizations can provide useful tools to handle such problems. Moreover,
physiological data tend to show that image coding in our visual system could be realized
by means of frequency and orientation selective cells.

Particularly interesting in this context are the continuous Gabor and wavelet decom-
positions, which provide a random access to the phase space (or position-frequency space),
together with simple reconstruction formulas for retrieving the signal from its transform.
Unfortunately, it is in general necessary to sample these transforms, so that position and
frequency precision are somewhat lost. On the other hand, a very fine sampling of the
continuous wavelet transform is difficult to use, because of prohibitive computational time
(at least for the 2D and 3D cases). Nevertheless it has been recently shown that such
sampled transforms can give useful informations about local frequencies in images (see for
example [3] and [2]). In particular, the authors of [2] are able to extract local frequencies
in images by considering the output of a small number of wavelet-like filters located in a
neighborhood of the searched frequency. They show that a sufficiently dense sampling of
the frequency plane with such filters yields a sufficient information to get an approximate
value of the frequency.

Recently, a method was proposed in the one-dimensional case by one of us and cowork-
ers [7] (see also [5] for a review of the theory and results in the one-dimensional case), that
keeps the advantages of continuous decompositions and reduces the computational time.
The main idea is that when the analyzed signal contains a component to which a local
frequency can be associated, it is sufficient to study the wavelet transform to a neighbor-
hood of a given curve (called the ridge of the wavelet transform) in the phase space to
characterize the frequency. Moreover, there exists a fixed-point algorithm, based on some
a-priori assumptions on the signal, yielding an estimate for this curve. It is important to
point out that such algorithms are based on a careful study of the phase of the wavelet
transform rather than the modulus (or phase-space energy localization), which seem to
yield more precise estimates (see also [3]).

We describe here a two-dimensional generalization [8] of this one-dimensional algo-
rithm. The notion of instantaneous frequency is replaced by the notion of local wavevec-
tor. To be able to characterize such local wavevectors with wavelets, it is necessary to
use a version of wavelet analysis in which the frequency localization of wavelets can be
controlled. This is done following [12] by adding an extra rotation degree of freedom, in
addition to the usual scale and (two-dimensional) position parameters. One then gets a
family of filters that are localized both in space and frequency. Their frequency localiza-
tion is the same as that of the filters used in [2] and [3]. The structure of the algorithm
yields a random access to the position-frequency space, and then a good precision in the
extraction and characterization of frequency modulated components. The main difference
with the existing methods is that our algorithm is adaptive, and not associated with an
a-priori sampling of the frequency plane. Under suitable assumptions, it also provides
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approximate expressions for the components of the signal associated with the extracted
frequencies.

I.1. Two-dimensional wavelet transform.

Let us first describe the basics of the version of two-dimensional wavelet analysis we
are interested in (see [12] for a detailed account of the method and some illustrations, and
[1] for a detailed study of the performances of continuous wavelet decompositions in a wide
range of different contexts).

Our convention for Fourier transform is the following one: f &=1/f (z)e€Zdx, so

that Plancherel’s formula reads: ||f]| = 2]|f]|.
Let ¢(z) € L'(IR?) N L?(IR?) be a complex-valued function, localized in such a way
that:

- ¢(z) is compactly supported in a neighborhood I, of the origin, and is maximal at
the origin z = 0.

- Qﬁ(g ) is locally maximal at a given value of the frequency § = k¢, and has good decay
properties far away from kq. It can be assumed for instance that 1 (€) < K -||€ — k||~
for some constant K and some o > 2 (notice that this implies that ¢ (z) is at least of
class C3(IR?)).

- The following constant is finite and nonzero

_ NS

2 =

Notice that the non-vanishing of ¢, implies that $(0) = [ re ¥(@)dz = 0. Since
v € L*(IR?), Qﬂ(f) — 0 when & — oo, and 1 may then be thought of as a band-pass
filter.

Such a function will be called an analyzing wavelet. Associate with it the following
family of wavelets, shifted, scaled and rotated copies of ¥ (x):

1 _
Va0 (@) = 5¥ (g;l 2 - b) (1.2)
where

- b € IR? is a translation parameter,

- a € IRY is a scale (or dilation) parameter,

- 6 € [0,27] ia a rotation parameter, and

- r, is the rotation matrix of angle 6:

r, = (cos@ —sm@) (1.3)

0

sinf cos@

Any f(z) € L*(IR?) can be decomposed as a superposition of such elementary wave-

lets, as
1 da
fw=- Ty(5,0.6) V.0 (2) db a0 (1.4)
R

Cy 2x IR % (0,27
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Here, the coefficients T (b, a, §)appearing in the decomposition are nothing but the scalar
products of the analyzed function f(z) with the wavelets ¥y 4 0)(2):

— b\~
R e e e

The family of wavelets can then be used almost as if it formed an orthonormal basis of
L?(IR?), which is far from being the case, since this family is overcomplete. This means
that the wavelets are linearly independent. The algorithms described below are based on
this redundancy.).

Remark: The assumption that the wavelet ¢ (x) is compactly supported is useful as
far as mathematical estimates are concerned, but not necessary from the numerical point
of view. Indeed the algorithms described here give results with an accuracy of the order
of about 3 digits. Then if ¥ (x) is not compactly supported, it is enough to assume that
it has fast decay (i.e. exponential decay, or algebraic decay with large exponent), and
the numerical values of the wavelet smaller than the given accuracy are neglected. The
same remark also applies to the admissibility of the wavelets. Since one works with a fixed
accuracy, it is sufficient to assume that QZ)(O) is smaller than the desired accuracy; such
wavelets are sometimes called "numerically admissible”.

I.2. Energy localization in phase space.

Let 9 (z) be an analyzing wavelet as described in the previous section, and let f(z)
be a signal to be analyzed. Then due to the localization properties of the wavelet ¥ (z),
the coefficient Tt (b, a, #) gives informations on the ”content of f(z)” near the point z = b.
Moreover, since Plancherel’s formula yields

Ty(b.0.0) = 5-{F i) = 5= [ FO (e, )"de (16)

so that the wavelet coefficient T} (b, a,) also measures the ”content of f (§)” near the
frequency { =r_, - ko/a.

In other words, the wavelet ¢, 46) is localized in the neighborhood of the point
(byr_ o Ko /a) in the phase-space (or position-spatial frequency space), and the correspond-
ing wavelet coeflicient T%(b, a,6) "gives a measure” of the ”phase-space content” of f(x)
near that point. Notice that (a~!, @) appear as the polar coordinates of a frequency natu-
rally associated with 1 q,¢y(2). The frequency localization of the wavelets is described in
figure 1.
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Figure 1: Localization of wavelets in the Fourier space

Warning: It is crucial to notice that there is no completely natural notion of ”phase-
space content” of a function, as a consequence of Heisenberg’s uncertainty principle. This
is illustrated by the fact that the wavelet coefficient of course depends on the choice of
the chosen analyzing wavelet ¢(z). The interpretation of the wavelet transform has then
to take into account the properties of the chosen wavelet. In practice, it is important to
choose an analyzing wavelet sufficiently well-localized in the position-frequency space. It
is well-known that gaussian functions minimize the Heisenberg inequality (see also [2] for
a careful analysis of this problem in a context similar to that of the present paper). It
is then particularly interesting to use analyzing wavelets with a Gaussian amplitude. In
the numerical examples that we consider, we shall always use analyzing wavelets of the
form exp{—z?} exp{ik, - 2} (Morlet wavelets), and exp{—x?} exp{i(koz + ax?/2)} (chirp
wavelets). The reason why we need the second choice will be explained later.

A simple illustration of the phase-space localization properties of wavelet analysis is
provided by the following simple example. Consider a function of the form

fz) = Az)e'™® (1.7)
where A(z) is some (slowly-varying) amplitude function, assumed to be at least once

differentiable. Then using Taylor’s formula for expanding A(z) around z = b, we get the
following approximate expression for the wavelet coefficient

Ty(b,a,0) = A(b)e™ d(ar_, - k)" + R(b,a,0) (1.8)
Here R(b,a,0) is a remainder, that can be estimated as follows (see e.g. [9]):

[R(b,a,0)| <a® sup |[VA(z)]] (1.9)

a~lz€ly

Here V stands for the gradient operator.



The presence of the term &(ag_ 0 E)*, together with the localization properties of

~

Y(§) show that the wavelet coefficient Tt (b, a, ) is small, except in a neighborhood of the
point (b; a_lg - kg) in the phase space, where the wavelet transform is locally maximal.
If the signal to be analyzed is now a superposition of such components, of the form

s(z) =Y Ai(g)et= (1.10)

the linearity of the wavelet transform implies that T%(b, a, ) is the sum of the wavelet
transforms of all the components, i.e. is (up to some remainder) the sum of terms

Ai(b)es 2y (ar_, - k)", (1.11)

that have in general different phase-space localization properties (i.e. are localized in
different regions of the phase space). Then if for some value of (b, a, §) one has A;(b)¢) (ar -

6
Ez)* >> A; ((_))zﬂ(ag_ -Ej)* Vj # i then T¢(b, a,0) = Ai(l_))zﬂ(ag_ 'k-)*, which means that

0 g i
the wavelet transform has (up to some accuracy) selected one component.

II. MODEL AND APPROXIMATIONS.

As stressed in the introduction, the approach we develop is based on a local version
of spectral analysis, realized via the two-dimensional wavelet transform.

I1.1. The model.

We model a regular texture pattern as a superposition of components of the form
si(z) = Ai(z) cos (¢i(z)) (I1.1)

where A; (g) is a real-valued amplitude function, assumed to vary slowly compared with
the oscillatory term cos ((ﬁi (g)), and the index 7 runs over the different components of the
signal s(z). We will specify a little bit more the necessary assumptions later on.

Such a model is very classical in one-dimensional signal processing and in physical
applications (in optics for instance). It was also used as image model in [2] (and maybe
implicitely in [3]). It is worth noticing that (as stressed in [2]) such a model is far from
unique, and only represents a possible description of images. Another point to be stressed
is that images in general only take positive values, in contrast with the model (I1.1).
Nevertheless, since wavelets are of zero integral, they operate modulo constants, so that
the resuls of the analysis does not change if we add to (I1.1) some positive constant in
order to make the model more realistic for images.

Let us now consider an analyzing wavelet 1(z), such that its Fourier transform 1&(5 )
is maximal at the frequency & = k,. Then the wavelet transform T(b,a,0) is locally
maximum around the phase-space points (see below)

= Mol o (Ko, V(b))
&5 i = G601 % = T TV

6
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The main idea of the algorithm we are going to describe is to restrict the analysis of the
wavelet transform to a neighborhood of such phase-space points, in order to characterize
the corresponding component. The same procedure will then be applied to all components.

The first step is then to focus to a given component, and to characterize it from its
wavelet transform. To do so, we shall use some approximate expressions for the wavelet
transform of signals we are interested in.

I1.2. Some approximate formulas.

We have seen in section 1.2 an example of approximate formula for the wavelet trans-
form of an academic signal. Such a formula can be generalized to the academic signals
discussed in section II.1, under the additional assumption that the phase function ¢(x)
is slowly varying. For instance, it may easily be shown (still using Taylor developments,
see e.g. [5] in the one-dimensional case, and in a slightly different form [2] in the image
analysis context) that the wavelet transform of A exp{i¢}may be approximated as

Ti(b,a,0) = Ab)e*Pi(ax_, - Vo(b))" + R(b,a,)

However, more precise approximations can be obtained by means of the stationary phase
method (or related approximations). For an overview of the method, we refer to [6], [9].
To describe the method, let us start with an academic signal

s(z) = A;i(z) cos (¢(z)) (I1.3)

and consider an analyzing wavelet, put on the form
Y(z) = Ay (z)er® (11.4)

The wavelet coefficient T(b, a, ) then takes the form of an oscillatory integral:

a

T, =% [A(z)A 270 i®pa,0) (@) g
{ a f (&) P (2_9 )em_b L (II5)
D(p.0.0)(z) = d(z) — Py (r_, - 557)

Following the stationary phase argument, the main contribution to such an integral comes
from the stationary points z, of the phase @, ¢)(2), i.e. the points z, = (b, a, ) such
that

Votz) = oy ou(z o o0 ) ) (11,16

a

A second order development of the phase ®(z) = ®(;,4,9)(2) yields the following approxi-
mate expression (see appendix A):

s)p(r 2t
Ts(b,a,0) = 0052@,2,9) ) + R(b, a,0)

Corr(b,a,0) = \/[FBRFD — (010,P)?] e~ F om0 2 %2~ (010:2)%)

(I1.7)
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where R(b,a,0) is a remainder, that can be estimated using standard techniques [9]
(R(b,a,0) actually depends on the derivatives of the amplitudes up to order 2, and the
derivatives of the phases up to order 4). Notice that such an approximation is slightly
more precise than the previous one, but the form of the remainder is much more involved
and difficult to handle. Also, the first approximation yields an exact solution in the case
of an harmonic signal analyzed with a Morlet wavelet, whereas the stationary phase one
is singular. In such cases, the wavelet can be modified so that the singularity is avoided,
for instance by choosing chirp wavelets instead of Morlet wavelets.

Remark: To derive such an expression, we had to assume that for the considered
values of (b, a, 6), there exists a unique stationary point z (b, a, ). We shall briefly discuss
later what happens when this is not the case.

I1.3. Ridge and skeleton of the wavelet transform:

As in the one-dimensional case, one clearly sees on such an expression that the infor-
mation concerning s(z) is completely contained in a subset of the phase space, called the
ridge of the wavelet transform. Indeed, due to the localization of the analyzing wavelet in
the z-space, Ts(b, a,0) is essentially localized around the phase-space points (b, a, ) such
that z,(b, a,0) = b, if such points do exist. We then introduce the ridge:

R ={(ba,0) € Qs.t. z,(ba,b) =0b} (11.8)
Plugging this definition into that of the stationary points yields
Vo(b) = ailge -Vy(0)  on the ridge. (11.9)

or, otherwise stated:
Vé(z) = ar(z) ', o Veu(0) (I1.10)

Remark: The ridge of the wavelet transform then appears as a two-dimensional
surface in the four-dimensional phase space. More precisely, it takes the form of a vector
field k,.(b), of polar coordinates (a™! = a,.(b)™',0 = 0,(b)). Again the inverse-scale and
rotation parameters can be interpreted as polar coordinates of local wavevectors.

To show that the signal s(z) is completely determined by its restriction to the ridge
(as in the one-dimensional case, we shall call this restriction the skeleton of the wavelet
transform), we have to check that the restriction of the correction function Corr(b, a,8) to
the ridge is completely determined by the ridge itself. This can be directly seen from the
expression of the correction function (see appendix B). Then the expression of the skeleton
of the wavelet transform reads:

B 2w (0)* .
~ Corr(b,a,(b),0,(b)) (b)

T5(b, ar(b),0-(b)) (I1.11)

which implies that the knowledge of the ridge and the skeleton of the wavelet transform is
sufficient to characterize s(z).



Remark: As shown in Appendix A.1, the error estimate provided by the stationary
phase method involves in particular the derivatives of the amplitudes A(z) and Ay (z), or
more precisely their logarithmic derivatives. In other words, the slowest the variations of
the amplitudes compared with the oscillations, the best the approximation. But it is clearly
better (at least for practical purpose) to use wavelets that do not have such a property, i.e.
analyzing wavelets that do not oscillate too much. It turns out that in the case of analyzing
wavelets with a Gaussian amplitude function (i.e. with A(z) = exp{—z-A -z} where A is
a positive-definite symmetric matrix), the previous approximation can be slightly modified
in order to take into accout the exact form of the amplitude. The resulting approximate
expression is derived in appendix A.2, and has roughly the same form as the previous one
(the only change is in the correction function). It is then still possible to introduce a ridge
and a skeleton. The algorithms described in the next section can then be adapted to such
a situation.

I1.4. Multicomponent signals:

The case of multicomponent signals is in general a difficult problem, since different
components can have different behaviours (they can for instance merge, or die suddenly,
...). Classical methods fail in such cases, and our algorithm will fail as well (because the
approximations it is based on will no longer be valid). Nevertheless, since wavelet analysis
is a local method, the approximations remain valid outside some neighborhood of such
singular regions. Then the multicomponent problem can be handled in the same way as
before, under the assumption that ”"the wavelet separates the ridges”, i.e. that the ridges
are far away enough from each other so that the contribution of the other components
to a given skeleton can be neglected. This is quite easy to understand in the simpler
approximation: for a signal modelet as in (17.1),

2

To(b,a,0) =Y Ap(b)e'*Wij(ar_, - V(b)) (17.12)
k=1

If at some point (b, a, ) the wavelet ¥ (x) is sufficiently well localized in frequency so that
Ap®)|d(ar_, - Ver()| >> A®)|¢(ar_, - Vor ()| VI#k

the wavelet transform will only ”see” the contribution of Ay (b)e*?*® | and will be able to
characterize it. In such a case, if the analyzed signal is a superposition of N components
of the type A;e'®, the wavelet transform exhibits N separate ridges, from which the N
components can be extracted and reconstructed separately.

The cases where there are interacting ridges are in general much more difficult to
handle, and the use of the algorithm described here leads to biased estimates for the
local frequencies and amplitudes. Such cases have been studied in details in the one-
dimensional case on [4] (see also [5]), but without providing a method for completely
solving the problem.

The same kind of remark apply in the case of boundaries. Since in such cases our
approximations are far from valid, the estimates that we obtain in the neighborhoods of
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boundaries are biased (this is visible in the boundaries of the figures in the section devoted
to numerical results). To precisely characterize such boundaries, it is necessary to use
other methods (wavelet-based methods have been developed in different contexts, see e.g.

[11]).

III. ALGORITHMS AND IMPLEMENTATION.

As we saw in the last section, all the needed information can be extracted from the
ridge (or the ridges) of the wavelet transform. Then it is not necessary (for the kind of
2D signals we are interested in of course) to compute the whole wavelet transform, which
would be very time-consuming. What is needed now is an algorithm that is able to give a
reasonable estimate of the ridge (i.e. the local wavevector field) with a limited number of
operations.

The algorithm we describe is just a two-dimensional version of the one-dimensional
ridge extraction algorithms described in [5]. A simple possibility would be to use the
localization properties of the wavelet in both the z-space and the Fourier space; indeed, it
follows from the approximate expression derived in the previous section that the modulus
of the wavelet transform is locally maximum in the neighborhood of the associated ridge.
Unfortunately the existence of the corrective term Corr(b, a, ) implies that this leads to a
biased estimate of the ridge. Generalizing the algorithm proposed in the one-dimensional
case, we found more precise to focus on the study of the phase of the wavelet transform.

II1.1. Behaviour of the phase of the wavelet transform.

As a consequence of the previous estimates, the phase of the wavelet transform of
A(z) exp{ip(z)} is given by

Arg[Ts(b,a,0)] = ¢(z,) — ¢y (g_g = _Z‘)> - gsgn(8f® B — (85,9)%)  (II1.1)

A direct computation shows that

Vydrg[Ty(b,a,0)] = a~'r, - Voul_, - =2 (111.2)

- a

hence, in particular
VyArg[Ts(b, a,0)] = a_lgg -V (0)  on the ridge (I11.3)

Then on the ridge, the local wavevector associated with the wavelet transform (i.e. the
gradient of the phase) coincides with that of the rotated and scaled wavelet. We will use
this fact as a characterization of the ridge.

Remark: In the case of a fixed-frequency wavelet such as the Morlet wavelet for
z_—b

example, V¢, is a constant, so that Voy,(r_,-=,=) = V¢, (0) everywhere. Then the usual
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stationary phase approximation yields V,Arg [T s(b, a, 0)} = a_lg 0 V¢ (0) everywhere. In
such a case it is better to use a more precise approximation (see appendix A.2), for which

z,—0b z,—b

VyArg[Ts(b,a,0)] = a™'r, - Voy(r_, - = - )+O(§_9 - ;) (I11.4)

a

the additional term being in general nonzero. Then even in such a case, the above criterion
can still be used as a characterization of the ridge.

II1.2. A fixed-point algorithm.

Let us turn now to an algorithm based on that criterion. Owing to the above
discussion, the problem is to find the phase-space points where V;Arg [T S(Q,a,ﬁ)] =
a"lr o - Voy(0). We will make use of the following heuristic consideration: roughly speak-
ing, the gradient of the phase of the wavelet transform results from a competition between
the phase of the signal and the phase of the corresponding shifted, scaled and rotated
wavelets. One may then expect itto lie in between the local wavevector of the signal and
the gradient of the phase of the shifted, scaled and rotated wavelet. This suggests the
following iterative scheme to reach it:

For a fixed value of the position parameter b = b, let (a = ap,8 = 6p) correspond
to an initial guess for a local frequency of the signal. Then the gradient of the phase of
the wavelet transform T (l_); ao, 90) gives another value for a local wavevector, whose polar
coordinates are given by:

_ [Vgy(0)]
41 = VArg[T.](b,.a0.00)]
(VATg[TS](I_)ovaO790)7v¢¢(0)J—>

91 = arctan (VA?“g[Ts](QO:GO:90)’v¢¢’(0)>

(I11.5)

where V(j)zp(())L is defined as follows: V(ﬁw(())L 1 V¢, (0) and Hngw(O)LH = ||V (0)]].
Then iterate the procedure, until the obtained precision is smaller than a given (fixed)

accuracy.
w196,
ntl T IV Arg[T] (8 an .00

_ (VArg[Ts](bysan,0n),V ey (0)F)
041 = arctan <VArg[Ts1<§0,an,en>,v$w<o>>

(I11.6)

Finally, for the following values of b, it is sufficient to take as initial guess (ao (b), 6o (l_))) the
values of convergence for the previous position. The algorithm then continuously follows
the ridge (within a given accuracy).

Remark: Since the problem is here a two-dimensional problem, it is necessary to
specify a given direction (the x or the y direction in the case of sampled signals). The
algorithm will then scan the x direction first, for fixed y parameter, and then increment
the y parameter.
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II1.3. Reconstruction from the skeleton.

Once the ridge of the wavelet transform has been characterized by means of the
previous fixed-point algorithm, the corresponding component can be reconstructed using
the approximate expression of the skeleton of the wavelet transform:

5ree(z) = Corr(i;:z%gler(@) Ty(z, ar(z), 0, (2)) (I11.7)

As stressed previously, the correction function Corr(z,a,(z),0,(z)) is completely char-
acterized by the ridge. Then for the reconstruction of the signal s(x), the information
provided by the ridge and the skeleton T(z, a,.(z),0,(z)) is sufficient .

II1.4. Some remarks.

- The proposed algorithm is not the only one capable of giving an estimate for the ridge.
It is also possible to use other procedures, such as for instance a Newton method for
searching the zeroes of VArg[T,|—a™'r o V& (0) [10]. The computational time seems
a bit smaller in such a case.

- The algorithm avoids the computation of the whole wavelet transform (a function of
four variables !) and then is a priori faster than expected. Nevertheless, in the case
of large 2D signals, the computational time is still a problem. The problem can be
avoided as follows. The method is based on approximations, with in particular the
a-priori assumptions that the amplitude and the local wavevectors are slowly varying
(this is necessary in order to neglect the remainders in the approximations). Then it
makes sense to subsample the local amplitudes and wavevectors. Since the number of
operations needed to process an N x N signal is proportional to N2, a subsampling
rate of 7 yields a division of the computational time by a factor of 72. The fixed-point
algorithm can then be run with a coarser sampling for the b variable, yielding a coarser
sampling of the local amplitudes and wavevectors, for which the finer samplings can be
retrieved using an interpolation procedure. The subsampling rate 7 is of course to be
matched to the signal, more precisely to the speed of variation of the local amplitude
and frequency. The reconstruction can then be performed from the fine sampling of
the skeleton.

IV. NUMERICAL RESULTS.

To illustrate the performances of the method, let us consider some simple numerical
examples. All the computations shown here have been done with the so-called chirp
wavelet, with Gaussian amplitude (and phase term) in order to optimize the position-

frequency localization:
Pl y) = e~ @) gikolatast/2)

which is localized near the frequency k, = koe; in the Fourier space. The initial guess for
the a and 6 parameters were determined visually from the image (there is no need of great
precision for such initial guesses). The required precision was set to 1072, but a cutoff for
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the maximal number of iterations (5 or 10 in general) was introduced in order to reduce
computational time if necessary.

The first example (128 x 128 image) is provided by a superposition of two ”chirped”
components (figure 2.a), i.e. such that their local wavevectors depend linearly on the
coordinates, amplitude-modulated by a Gaussian function. The wavelet-based algorithm
is clearly able to separate the components, as shown in figure 2.b.

The local wavevectors (or wave directors, since they have no sign, the image being
real-valued) are represented by scaled and rotated needles. The wavevectors have been
computed only in regions of the image where the corresponding component is numerically
significant. The reconstructions of the two corresponding components are shown in figure
3. The quality of the reconstruction is very good (there is no boundary effect because of
the gaussian amplitude of the two components).

A A S A ]
P A ey
A A S S AL A
P I g e
A A S S A A
A A A A A A A
A A A A A A A
XA A KA A A
A A A A A
A A A A A A A A
KX A XA A A
P A A i e ey
XA A KA A A A
KA A KA A
KX A XA XA
XK XX XX XXX

figure 3: Reconstruction of the two components from the skeleton
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We also consider (see figure 4) another academic 128 x 128 texture image (refered to
as the "elliptic example”), in which the local wavevectors’ amplitude depend linearly on
the coordinates, and their orientation depend linearly on the angle to a fixed axis (with
respect to a origin fixed at the center of the image).
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~ >~ ~ N N N o\ [ A
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— — —  ~ N N\ \ i VR A
\\\\\ ~ N\ \ / /S S s e - - —
\\\\\\\ | I s s - = = = —
\\\\\\ 2
////// /NN s - = — = —
////// e / \ NN N~ — — —
///// </ 7 VN NN~ — — —
R A A | \ NN N N S~ —
— - = s s | \ NN N N N N~
- - s s s [ U N N N
— - s s s/ \ VNN NN N
A A ! \ AR N N N

figure 4: "elliptic example”: source image (a) and ridge (b)

Once again the characterization of the local wavevectors and the amplitude of the
reconstruction are of quite good quality (figure 5), whereas the phase suffers from the
existence of a topological defect at the center of the image (the local wavevector is not
defined there). The discontinuities that appear in figure 5 in the phase and reconstruction
images are easy to explain. The initial value for the fixed-point algorithm at (b1, b3) is taken
to be the value of convergence at (b1, b — 0b) (except at the top and bottom boundaries).
On a vertical line that is always far away from the center of the image (with respect to the
size of the wavelet), the local wavevector can rotate around the center. In contrast, for a
vertical line that comes near the center, the local wavevector should switch from k to —k
when crossing the center, which is not allowed by the algorithm. Instead, the algorithm
switches itself to the negative frequency part of the (real-valued) signal.

Another simple example is provided by the case of regular texture shown in figure 6
, i.e. a collection of T and L symbols, with various orientations. In such a case, the algo-
rithm looks for some periodicity, and effectively extracts local wavevectors corresponding
to periodicities present in the source image. Notice that it is difficult here to separate
the different regions of the image if only the local wavevector information is kept (except
the upper right corner, and the lower part of the image). Nevertheless, it can be seen
that the phase and modulus of the wavelet transform (at various frequencies, or at a fixed
frequency) can be used to complete the information (see [3] for example). For example,
it is well known (see [11], [1] for example) that the modulus of the wavelet transform (for
small values of the scale parameter) yields informations on the singularities of the image
(in this cases, the singularities are the boundaries of the regions).
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figure 5: ”elliptic example”: reconstruction (a) and phase of the skeleton (b)

In such a case, the reconstruction from the skeleton of the wavelet transform (not
presented here) is less close to the original image than previously. This is not surprizing,
because such an image can hardly be modelled in the form Ae'® with slowly varying A
and V¢ functions (it is in some sense a limit image, because it is coded with only one bit
per pixel). Nevertheless, it is still possible to run the same algorithm to catch the other
harmonics of the image (i.e. taking as initial guess for the a-parameter successively twice,
three times ... the previous value), and to reconstruct an approximation of the image as a
sum over the harmonics.

Notice that in such an example (taken from [3]), since the local frequencies are ev-
erywhere the same ones (except at the right top corner of the image), the local frequency
information is of course not sufficient to segment the image (except the above mentioned
corner). For the segmentation problem, additional information (such as that studied in
[3]) is needed.
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figure 6: regular texture: source image (a) and ridge (b)
Finally, it can be seen that the algorithm is not too perturbed by the presence of
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noise. This can be heuristically explained as follows.

figure 7: two harmonic components in the presence of jitter noise

A given wavelet coefficient T(b, a,d) will pick only the component of noise near the
point (b;a~'r, - ky) in the phase space. If the contribution of the noise near that point is
much smaller than that of the feature of the image we are interested in, the approximation
the algorithm is based on will still be relevant, and the answer given by the method will
be a good approximation. This is illustrated in figure 7, in which a simple image formed
by the superposition of two harmonic components, one of which is amplitude-modulated
by a gaussian function, has been corrupted by a +£2 bits jitter noise. Figure 8 shows
the reconstruction of the two components independently, which is of quite good quality
(except near the boundaries of the second component, where one can see the effect of the
discontinuity at the boundary of the image). The same kind of remark applies in the case
of additive gaussian noise.

figure 8: two harmonic components in the presence of jitter noise: reconstruction
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V. CONCLUSIONS.

We have described in this paper an algorithm for the analysis and characterization
of local frequencies in two-dimensional signals and images (notice that using a three-
dimensional wavelet transform with rotations, the algorithm can be generalized to the
3D situation). The algorithm is based on a careful analysis of the phase of the wavelet
transform.

The starting point of our analysis (i.e. the study of the phase of the response of
position and frequency localized filters) is similar to that of methods discussed in the
literature (see [3], [2] for instance). The main difference is that our analysis is based on
approximate expressions for continuous wavelet transform, that lead to

- Fast fixed-point algorithm for the characterization of amplitude and frequency mod-
ulated components in the original signal.
- Approximate reconstruction formulas for the extracted components.

The algorithm gives very good results whenever the frequency content of the analyzed
image is not too rich, otherwise stated when the image can be well approximated as a
superposition of components of the form Ae’®, with a and V¢ slowly varying, and when
the different components are localized in different regions of the phase space. In such a
case, running the algorithm with appropriate initial parameters (and appropriate localiza-
tion parameters for the analyzing wavelet) will yield approximate values for all the local
wavevector fields. When these assumptions are not fulfilled, the precision of the approxi-
mations is smaller, and the local-frequency estimations as well as the reconstructions are
biased. A careful analysis of the error (along the lines of [4]) is needed.

Nevertheless, the method described in this paper should be useful in a wide range of
contexts, where such problems are not present.
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FIGURE CAPTIONS

Figure 1: Localization of wavelets in the Fourier space.

Figure 2: Sum of two ”chirped” components: source image (a) and ridge (b).
Figure 3: Reconstruction of the two components from the skeleton.

Figure 4: "Elliptic example”: source image (a) and ridge (b).

Figure 5: "Elliptic example”: reconstruction (a) and phase of the skeleton (b).
Figure 6: Regular texture: source image (a) and ridge (b).

Figure 7:Two harmonic components in the presence of jitter noise.

Figure 8: Two harmonic components in the presence of jitter noise: reconstruction.
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APPENDIX A: APPROXIMATE EXPRESSIONS.

A.1. Stationary phase approximation.

We just describe here the stationary phase method in two-dimensions, referring to [6]
for example for more details, and for the computation of all the terms of the series.
To estimate the integral
I= M (z)e' M@ gy
IRQ
assuming the existence of a unique stationary point z,, Q(z) — Q(z,) has a quadratic
behaviour around z = z:
. 1
i(Qx) - Azy)) = 5z —z0) - H - (2 — o)

where H is the matrix of second derivatives of €2 at x;. The change of variables —u? =

i(Qz) — Qzy)), together with a Taylor series expansion of M ([z(u)] around u = 0 thus
yields

9 .
"M ()€™ 0) 4 remainder

vdet H

The computation of the Jacobian J(u) of the change of variable z — u leads to:

I =

Iy = o M(:L,O)eiQ(go)e—i Z sgn[Q20Q02—Q734 ]

V Q220002 —02 | -

where we have set ;; = 0;0;Q. Setting M (z) = A(z)Ay (g_e . ﬂ) and Q(z) = @ p,q,0)(2)

a

{ I = Iy + remainder

yields the desired expressions.

Warning: For such an expression to be valid, it is necessary to assume that the
determinant of H doesn’t vanish, i.e. that Q9002 — 23, # 0. If the determinant is zero,
it is then necessary to use another approximation, involving a higher order development
of the phase of the integrand.

Remark: The remainder can be estimated as follows. The contribution of the second
term in the Taylor series development of M (x(u))/J(u) vanishes (because it is proportional
to [uexp{—u?}du), and then it is necessary to go to the next term. One finally gets

|Ts(b,a,0) — Ts(b,a,0),] < Kmax sup

a?j =7
b z€aly+b

J(u)

M(%(U))‘

A.2. Wavelets of Gaussian amplitude.

The stationary phase calculus being based on a Gaussian integral computation, it
can be slightly modified, by using an analyzing wavelet v (z) with a Gaussian amplitude
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Az) = exp{ —x-A- g} where A is a positive-definite symmetric matrix. We then have
to evaluate an integral of the form

e\ 4, =)
Ts(b,a,0) = iz eiq)(é’“’9>(£3)/ Alz) e (2*9' ‘ >é<2*9 : ) e 100 (@) =Pwa0(Z)} o
a R2

Now, let us make the brutal first order approximation

{ Az) = Az,)
Dy,0,0)(2) = P00y (z,) = 5(z—2z,) - H-(z—2z,) .

Mr_ 0 This yields the approximate expression
) €200 (@) o= (2,—b)Mo-(z,-b)

x/ e~ (z—z,) (Mo—3 H) (z—z,) ,—2(z—z,) Mo (z,~b) dz + R(b,a,0)
IR2

Setting A = My — %H , an inversible symmetric matrix, and U = x — z, and factorizing
U+V)-A-U4+V)=U-A-U+2U-A-V+V-A-V

with V' = A™1 My (z, — b), we are left with a Gaussian integral, that can be easily com-
puted. As a result, we finally have

Tf(b,a,ﬁ) = L A(£s) Aw <£_9 . L= b) ei‘b(g,a,e)(gs) €V~A‘V 6—%Arg[detA}

a?+/|detAl a

where:

{A=£9M£_9—%

— —1
V=Ar,Mr_,(z,—b)

S

Such expressions are easily evaluated in the case of a chirp wavelet

Y(a,y) = ) gtholaas?/2)

or a Morlet wavelet (a = 0).

APPENDIX B: EVALUATION OF THE CORRECTIVE
FUNCTION ON THE RIDGE.

We will restrict our analysis to the approximation described in the first part of the
appendix A, i.e. to the approximate expression obtained by direct application of the
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stationary phase approximation. We then need the second order derivatives of the phase
function

—b
P pa,0)(2) = 0(z) — Dy (E_g = a =)

evaluated on the ridge of the wavelet transform, i.e. for z, = b. Taking into account the
definition of the ridge of the wavelet transform, the first derivative reads:

r, (V- ou)e_, 20)

Vb=, - (V-6,)(0) -

Differentiating once more, and restricting to the ridge yields

( 0419 = —a,;?(0ha,) [cos 6, (0104)(0) —sin 6, (82@/,)(0)]
—a ! (819T) [Sin 6, (01¢4)(0) + cos b, (82q5¢)(0)]
—a~? [0052 0 (3%1%)(0) + sin” 0 (332%)(0)
—2cos 0sin 6 (97,64)(0)]

020 =  —a;? (Ogar) [0080 (0104)(0) — siné, (8g¢¢)(0)}
,,Tl (920,) [ sin 6, (D1¢4)(0) + cos 0, (D264)(0)]
“2[2cos0sinf ((97,64)(0) — (93,04)(0))
—I—(cos 0 — sin” 6) (02,64 )(0)]

03%,® = —a,?(0zar)[sin 0, (916y)(0) — cos b: (D264)(0)]
—a; 1 (020,) [ cos b, (0164)(0) — sin b, (D2¢)(0)]
—a2 [sin2 0(0%,¢)(0) + cos? 0 (03,0, (0)

L +2 cos 0sin 0 (03,¢4)(0)]

In the case of a ”chirp wavelet”

Pl y) = e @) gikolarart/2)

one gets

0% =-"g COSH rO1a, — sm@ 010,
8%2<I> = 2 § sin0,.00a, + 5 ko cos@ 00, — koo‘ sin? 6,
(922@ = —@ cos 6,.0>a, — @ sin 0,050, — COSG sin 0,

and the case of the Morlet Wavelet
U(a,y) = e ) ethor
is obtained by setting o = 0 in the previous formula.
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