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Abstract. In ensemble learning field, the voting of different experts can produce
an optimal solution. However, the quality of voting depends on the participant
expertise. In this paper, an expert selection algorithm is proposed by considering
reliability measure extracted from the confidence score. Our method has been
applied based on the combination of 6 algorithms. Experimental result using 8
datasets shows that the proposed reliable majority voting algorithm provides a
better average accuracy than the ordinary majority voting and the base classi-
fiers.
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1 Introduction

The combination of Multiple classifiers has been investigated to obtain efficient solution by
adapting previous experiences. There are two approaches to combine classifiers, i.e. weight-
ing and meta-learning methods (Rokach, 2010). Weighting method could be useful in the case
when several classifiers have similar performance.While meta-learning works by looking at
different problems, domains, tasks or contexts or simply past experience (Lemke et al., 2015).
However, these existing methods generally focus on processing the label prediction and ignor-
ing each prediction class score. Prediction score of each class can be used to understand the
confidence degree of classifier. The study of confidence score in supervised learning is previ-
ously conducted by Zadrozny and Elkan (2002), where they transform a confidence score of
predictor into a useful reliability information. In this paper we present a modification of this
approach by using confidence score as reliability degree of each classifier, then we apply this
approach in case of ensemble learning.

2 The Combination Method of Classifiers

Base learning algorithm in classification has several approaches to represent a problem as
follow : decision table, linear model, decision tree, rule, and instance-based representation
based on knowledge representation used (Witten et al., 2011). All these categories are im-
plemented into several algorithms, Bayesian classifiers, trees, rules, functions, lazy classifiers,
multi-instance classifiers, and miscellaneous. Since classifiers have different approaches to
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predict dataset, it is difficult to decide which classifier can be used for certain dataset. There-
fore ensemble learning is proposed to solve this drawback by combining heterogeneous base
classifiers in several characteristics of datasets. Majority Voting (MV), Stacked Generalization
(Stacking), and Multischeme are some examples of combination method that consider all base
classifiers as the input. In another way, some ensemble learning like Random Forest, Boot-
strap aggregating (Bagging), and Boosting tend to build several learning models based on one
classifier to improve the performance of their prediction. In section 3, we extends a weighted
MYV in ensemble learning. Various base classifiers are applied as a set of input which is further
discussed in section 4.

3 The Reliable MV Algorithm

In this section, we specify our problem and basic notation used in binary classification. We
also provide an overview of reliability diagram according to the previous literatures. Then, the
workflow of reliable MV algorithm is proposed.

A typical scenario for training process of ensemble learning consists of a set of instances
X ={x1,29,..., 24, ..., LN }, where x; is predicted by a set of T classifiers. For each classifier
prediction, contains its independent label estimation denoted as i and confidence score denoted

as s. T classifier prediction with its confidence value for N instances can be noted as follow:

D = {(y},sg),(yf,sf),,(yf,sf),,(yZT,szT)}fil such that y! € {0,1}, st € R, and

st € [0,1]. For certain classifier, the confidence score of its prediction is in interval [—a, b],
where a € R and b € R. Therefore, the score needs to be re-scaled into the value between 0
and 1 by applying Platt scaling as in (Platt, 1999).

Confidence score can be considered to measure classifier reliability by applying reliability
diagram. The term of reliability diagram is firstly used in (Murphy and Winkler, 1977) to
represent probability forecast of precipitation and temperature at Chicago. They proposed an
x-y diagram that displays forecast probability as the axis of argument and observed relative
frequency as the axis of values (Y-axis). In supervised learning, observed relative frequency
can be referred to empirical class membership probability as it is proposed in the study of
(Zadrozny and Elkan, 2002). This probability can be denoted as P(c|s), where ¢ € {0,1} and
c is a class label. This diagram is implemented in training step, so that the true label for each
instance denoted as z; is known, with z; = {0,1}. In order to reflect the distribution of s,
confidence score is converted according to the class ¢, which is s(¢ = 1)} =1 — s(c = 0)! for
binary case. Then, a set of this score is split into bins with smaller interval. Let V' be a set of
interval limit, where V' = {v;|vj41 — v; = v; — vj_1,v; € R,v; € [0,1 + Av[}. Then, s!
will be categorized in interval j when v; < s! < v;41. P(c|s) is defined as the number of true
label corresponded to ¢ divided by the number of all prediction in interval j.

Our contribution is using this reliability representation as knowledge base to weight classi-
fier in majority voting decision. Our method framework is explained through an example given
in table 1. We suppose there are 9 instances predicted by 3 classifiers as shown in table 1a.
In the first step, we convert label prediction and confidence score based on class 1 as is repre-
sented in table 1b. Then, we separate each bin with Av = 0.25 and calculate the number of
prediction for each bin in table 1c. Table 1d figures the total number of true label that appropri-
ates with class 1. In the last step, P(1|s) is computed in table le by dividing the result in step 3
and step 2. In this example, confidence score space is divided into 4 bins. In another case, there
is a condition when reliability representation produces unbalance distribution. Therefore, the
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X A B C Z X A B C Z
1 0,0.7) (0,09 (1,0.6) 1 T (1,0.1) (1,0.6) 1
z2 | (0,0.8) (1,0.6) (1,0.8) 1 z2 | (1,0.2)  (1,0.6) (1,0.8) 1
z3 | (1,0.6) (0,06) (0,09 | 0 z3 | (1,0.6) (Lo | o
zg | (1,0.7)  (1,0.7) (1,0.6) 1 xq | (1,0.7)  (1,0.7) (1,0.6) 1
T5 0,0.7) (0,0.8) (0,0.7) 0 Ts5 (1,0.2) 0
zrg | (1,09 (1,09 (1,0.7) 1 zg | (1,09 (1,09 (1,0.7) 1
z7 | (1,0.6) (1,0.8) (1,0.6) 1 z7 | (1,0.6) (1,0.8) (1,0.6) 1
zg | (0,0.6) (0,0.6) (1,0.7) 0 g (1,0.7) 0
zg9 | (1,0.7) (1,0.6) (1,0.8) 1 zg9 | (1,0.7) (1,0.6) (1,0.8) 1
(a) X is predicted by A, B, and C. (b) Step 1: the conversion of s¢ where ¢ = 1.
Interval ‘ A B C Interval ‘ A B C Interval ‘ A B C
0-0.25 1 2 1 0-0.25 1 1 0 0-0.25 1 0.5 0
0.51-0.75 4 3 5 0.51-0.75 3 3 4 0.51-0.75 | 0.75 1 0.8
0.76 - 1 1 2 2 0.76 - 1 1 2 2 0.76 - 1 1 1 1
(c) Step 2: |y| for each bin. (d) Step 3: |z = 1] for each bin. (e) Step 4: P(1]|s) for each bin.

TAB. 1: The framework of proposed algorithm through example given.

size of subspace needs to be adjusted carefully in order to reflect the distribution of the sam-
ple. Once we get the information of reliability representation for each classifier, a threshold
is defined to filter reliable classifiers which is denoted as RC'. RC'is defined in formula 1 by
considering two conditions.
| P(clst) <\ if st < 0.5
RC = { P(c|st) > Xa otherwise M
where A1 € R, Ay € [0,1], A2 € R, and X2 € [0, 1].
According to the previous example, given a new test instance x;, where x; is predicted by
A, B,C, so that D,, = {(0,0.6)4,(0,0.8)%,(1,0.7)¢}, and unknown true label with z = 1.
We set A1 = ((v; +v;+1)/2) —0.1 and A2 = ((vj +v; +1)/2). Label 1 is defined to be the
default class. Once the thresholds are applied in table le, reliable classifier can be concluded
as RC = {C}, since A and B do not pass the threshold. In contrary, we will get the wrong
answer if we consider MV. Based on our knowledge, the parameter of threshold has to be
optimized iteratively in training step to obtain the best group of reliable classifier.

4 Experimentation and Result

In order to perform our experiments, six algorithms are applied based on different knowl-
edge representations to obtain diversity among the models combination. We used Weka ! li-
brary to build models of J48 (Decision Tree), Naive Bayes (Bayesian), JRip (Rule), Sequen-
tial minimal optimization (Function), k-nearest neighbors (Lazy), and Hyperpipes (Miscel-
laneous). Then, we compare our proposed algorithm with the original MV since it is built
from the voting based approach. This experiment have been tested on eight dataset from UCI
repository (Lichman, 2013), i.e. Diabetes, EEG Eye State (EES), MAGIC Gamma Telescope
(MAGIC), Diabetic Retinopathy Debrecen (DRD), Musk (Version 1), Occupancy Detection,
Phishing Websites, and Spambase dataset. Table 2 shows the accuracy comparison between
each classifier and combination methods. Both MV and Reliable MV provides the best av-
erage results than all base classifiers. Reliable MV proves that score reliability selection can

1. http://www.cs.waikato.ac.nz/ml/weka/
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J48 NB JRip SMO IBk HP MV Reliable MV
Diabetes 0.7451 0.7516 0.7124 0.7451 0.7451 0.6013 0.7516 0.7516
EEGEyeState 0.7804 0.6943 0.7413 0.7353 0.8064 0.5367 0.7814 0.7921
Gamma Telescope 0.8283 0.7618 0.8136 0.8215 0.8068 0.3567 0.8312 0.8323
Diabetic Retinopathy 0.6348 0.6304 0.6435 0.6478 0.6261 0.4957 0.6435 0.6478
Musk 0.8211 0.7684 0.7368 0.8947 0.7895 0.6632 0.8737 0.8947
Occupancy 0.994 0.9884 0.9935 0.9935 0.9944 0.8718 0.9935 0.994
Phising Websites 0.9498 0.9213 0.9426 0.9349 0.9634 0.5807 0.9507 0.9543
Spambase 0.9217 0.8946 0.9174 0.9348 0.9272 0.612 0.9467 0.9478
mean 0.8344 0.8014 0.8126 0.8385 0.8324 0.5898 0.8465 0.8518

TAB. 2: Accuracy comparison between base classifiers and ensemble methods.

duplicate the best prediction from different knowledge representation in Diabetes, DRD, and
Musk. Reliable MV also presents better results for eight dataset compared to MV and reveals
the best average accuracy among the others.

5 Conclusion

The combination of several learning algorithms can be considered to obtain the better ac-
curacy prediction. However, the result quality of combination method depends on the per-
formance of its base classifiers. Therefore, we propose a weighted voting algorithm called
Reliable Majority Voting in binary classification problem. This extended version of majority
voting has been investigated with the different characteristics of datasets. The result shows
that Reliable MV obtains higher accuracy compared to majority voting and its base classifiers.
This approach opens a new chance to improve multiple annotators method in several prob-
lems. In the future works, we focus on how to divide interval subspace of each classifier score
distribution optimally and how to optimize the classifier selection threshold.
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