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Abstract – The method proposed in this paper aims both to detect the events occurred on the overall current measurement and to estimate the features of the electric load underlying these events. This method is within the scope of the non-intrusive approach consisting in extracting information from the electric consumption only measured at the electrical switchboard.
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I. INTRODUCTION

Since last years, in order to save energy, the need to monitor the power consumption of residential and industrial processes has become an important problem.

The purpose of the smart grid is to have an accurate and reliable knowledge of a given electrical network in order to optimize the electricity consumption through the analysis of the overall current. A main issue is to decompose the total electrical consumption of a given grid in order to provide a detailed analysis of electrical consumption of each device present in the electrical network.

One can find two types of approaches: the intrusive ones which use one sensor for each appliance, and the non-intrusive load monitoring (NILM) one which aims at estimating the load consumption from a unique overall current and voltage measurement. This last problem is widely addressed in the literature since the last 30 years [1-10].

NILM was first introduced by G.W. Hart [1] [2] where only the active power was considered. An appliance turning on or off is detected when the difference in the power consumption exceeds a predefined threshold. Then Hart proposed an improvement by using reactive power and harmonics in order to classify two loads with a same active power consumption.

Other solutions use the current signal instead of active and reactive power for event detection and feature extraction. In [10], the matrix pencil method estimates the parameters of a current modeled as a sum of exponentially damped sinusoids characterizing the loads.

Most approaches proposed in the literature are divided into four stages. Foremost the event detection and the feature extraction stage are processed. Then a classification stage uses the information provided by the preceding modules, in order to associate each event with the appliance which caused it. Finally, a last stage estimates the power consumption of each appliance.

In this study, we focus on the event detection and the feature extraction stages and the paper is organized as follows:

• in section II, we propose a new model of current matched to accurate transition detection,
• in section III, we develop a parameters estimation method for our new model,
• in section IV, we present some application examples.

II. PROBLEM STATEMENT

The only available information is the overall current and voltage measurement (respectively \(\bar{x}(t)\) and \(\bar{y}(t)\)). One has chosen to modelize the voltage in steady state by:

\[
y(t) = \sum_{m=1}^{N_f} A_m \cos(2\pi f_m t + \varphi_m) \tag{1}
\]

where \(N_f\) is the number of frequencies \(f_m\) with \(0 \leq f_m < \frac{f_e}{2}\). The amplitude and phase of the \(m\)th frequency component are \(A_m \geq 0\) and \(\varphi_m \in [0,2\pi)\). Let’s define the vectors \(f = [f_1 \cdots f_{N_f}]^T\), \(A = [A_1 \cdots A_{N_f}]^T\) and \(\varphi = [\varphi_1 \cdots \varphi_{N_f}]^T\), where \([\cdot]^T\) denotes the transposition operator.

The events occur on the current signal; we will try to detect and extract the features from \(\bar{x}(t)\) and \(\bar{y}(t)\). Considering Kirchhoff’s law, the overall current is composed by the sum of the currents consumed by each system in use which contains information about frequencies. The model of the current consumed by a linear load in steady state is similar to (1).

Unlike to the matrix pencil method which estimates the frequencies \(f\) and their number \(N_f\) [11] [12], they are here supposed to be known.

In previous studies, the current was modeled by a sum of damped sinusoids. However, the current measured on a grid is made of a sequence of events (transitions) due to the switching on and off of devices. Figure 1 shows the different scenarios that may be encountered during processing (different cases of observing window):

1) This case represents the current on initial steady state, before that another load turns on.

2) Here, there is a "positive" transition in the observation window. Before the transition is the current consumed
by the already running loads, and after, there is the sum of the previous current and the current consumed by the load which has switched on.

3) In this and the fifth cases, there is no transition. We observe the current consumed by the overall system in steady state.

4) Now we observe a "negative" transition. A load is turned off. From this window, we must detect the transition which was turned on.

5) Now we observe a "negative" transition. A load is turned off. From this window, we must detect the transition which was turned on.

If the model previously defined is used for the cases 2) and 4), it will estimate the parameters of an "average" signal of the signals before and after the transition. The model above is not matched to these scenarios: it must take into account the existence of a transition in the observation window.

Figure 2 shows the case of an observation window of duration $T$ containing a transition at time $T_1$ (e.g. case 2)). $T_2$ is the duration of the signal added by the load which turned on. This transition is in fact related to a system that turns on or turns off. From this window, we must detect the transition instant and characterize the load which is the source of this transition. When a transition occurs, the model (eq (1)) must be rewritten as two sums of cosine: it is simplified as a single sum of cosine when there is no transition. The first sum represents the load which has switched on.

During the steady state preceding the transition, one can observe the current consumed by the overall system in the frequency domain. Using the discrete Fourier transform, the model is more tangible to characterize the load in the frequency domain. Using the discrete Fourier transform, the model is more tangible to characterize the load in the frequency domain.

Let us develop a method to estimate these parameters. And characterize the load in the frequency domain. Using the discrete Fourier transform, the model is more tangible to characterize the load in the frequency domain.

III. EVENT DETECTION AND FEATURE EXTRACTION

Let us develop a method to estimate these parameters. And characterize the load in the frequency domain. Using the discrete Fourier transform, the model is more tangible to characterize the load in the frequency domain.

We define $N$ the number of samples in the observing window, $N_1$ the sample number where the transition begins and $N_2 = N - N_1 + 1$ the number of samples of the added signal. The duration of the observing window and others are defined by (with $\Delta t$ the sampling period):

$T = (N - 1).\Delta t, T_1 = (N_1 - 1).\Delta t, T_2 = (N_2 - 1).\Delta t$

The unknown parameters are $A_{1,m}, \varphi_{1,m}, A_{2,m}, \varphi_{2,m}$ and $N_2$.
one has

\[ X_2(f) = \sum_{m=1}^{N_f} A_{2,m} e^{ip_{2,m}} F(N_2,f - f_m) + \sum_{m=1}^{N_f} A_{2,m} e^{-ip_{2,m}} F(N_2,f + f_m) \]

One estimates \( N_2, A_2 \) and \( \phi_2 \) from \( X_2(f) \) using a least squares (LS) criterion:

\[ C(N_2, A_2, \phi_2) = \sum_{k=1}^{N} |\vec{X}_2(f_k) - X_2(f_k)|^2 \]

where \( f_k = (k - 1)\Delta f, \Delta f = \frac{F_s}{N} = \frac{1}{N_\Delta}. \)

The estimate in the least squares sense is the vector \( (\hat{N}_2, \hat{A}_2, \hat{\phi}_2) \) that minimizes \( C(N_2, A_2, \phi_2) \). We note that:

\[ X_2(f_k) = \frac{1}{2} \begin{bmatrix} F(N_2, f_k - f_1) & F(N_2, f_k + f_1) \\ \vdots & \vdots \end{bmatrix}^T \begin{bmatrix} A_{2,1} e^{i\phi_{2,1}} \\ A_{2,2} e^{-i\phi_{2,2}} \\ \vdots \end{bmatrix} = B_k(N_2, \theta) \]

The minimization of \( C(N_2, A_2, \phi_2) \) is performed using the two following stages.

Stage 1: set \( N_2 \), and compute the vector \( \hat{\theta}(N_2) \) that minimizes the following criterion

\[ C_{N_2}(\theta) = \sum_{k=1}^{N} |\vec{X}_2(f_k) - B_k(N_2, \theta)|^2 \]

This minimization is performed by:

\[ \hat{\theta}(N_2) = \left( \sum_{i=1}^{L} B_i^H(N_2) B_i(N_2) \right)^{-1} \sum_{i=1}^{L} B_i^H(N_2) \vec{X}_2(f_k) \]

Note: Here, \( B \) represents the conjugate transpose of a vector or a matrix.

Stage 2: search \( \hat{N}_2 \) which minimizes the following criterion

\[ C(N_2) = \sum_{k=1}^{N} |\vec{X}_2(f_k) - B_k(N_2, \hat{\theta}(N_2))|^2 \]

Then, we select the estimate \( \hat{\theta} \) corresponding to this value of \( \hat{N}_2 \). Finally, calculating the modulus and argument of \( \hat{\theta} \) provides the estimated amplitudes and phases \((\hat{A}_2, \hat{\phi}_2)\).

The estimation is also performed on the amplitudes and phases of the voltage in order to calculate the admittance (or impedance) associated with each frequency. The voltage is assumed without transition. But, it may have some variations when an event occurs on the current. However, we do not have to estimate the transition instant. This allows to enhance the information vector. Unlike to most of the methods found in the literature, it does not only work on the fundamental frequency. At each transition, the features extracted are:

- the instant and duration of the transitions
- the frequencies present in the current consumed by loads that turn on,
- the admittances associated with each of these frequencies.

These features are then processed by the classification algorithm where is compared the information of each transition. If two transitions have the same frequencies, and if, for each frequency, the modulus of the admittance is the same and the phases are shifted by 180°, then these transitions correspond to a load which has been turned on and off.

IV. RESULTS

In this section, one presents an application on simulated signals and another one on real signals.

A voltage \( y \) is created containing following harmonics \( J = \{1, 3, 5\} \), so:

\[ y(t_k) = \sum_{j=1}^{J} U_{1j} \cos(2\pi f t_k + \psi_{1j}) \]

and \( f = [50Hz, 150Hz, 250Hz]^T \)

\[ U_1 = [50, 1, 0.5], \psi_1 = [90, 60, 45] \]

Then three currents are simulated and noise free, each representing the current consumed by a load. These currents compose the overall current \( x \):

\[ x(t_k) = x_1(t_k) + x_2(t_n) + x_3(t_m) \]

where:

\[ x_i(t_k) = \sum_{j=1}^{I} I_{ij} \cos(2\pi f t_k + \varphi_{ij}) \]

\( t_k = (k - 1)\Delta t, \Delta t = \frac{1}{F_s}, F_s = 2kHz \) with \( D_i(1) < k < D_i(2) \)

\[ D_1 = [1; 11000], D_2 = [2036; 6321], D_3 = [4012; 9012] \]

\( I_1 = [30, 2, 0.25], \varphi_1 = [30, 0, 90] \)

\( I_2 = [42, 3, 1], \varphi_2 = [90, 36, -90] \)

\( I_3 = [12, 1, 0.5], \varphi_3 = [30, 0, 90] \)

Four transitions underlaid by two loads are simulated (consuming \( x_2 \) and \( x_3 \). The first one turns on at 1.018s and turns off at 3.1605s. The second one turns on at 2.006s and turns off at 4.506s. Each simulated admittance modulus and phase are calculated as follow:

- the modulus is the ratio of \( I \) and \( U \)
- the argument is the difference between \( \varphi \) and \( \varphi_i \)

and are given here:

\[ M_2 = [0.84, 3, 2], P_2 = [0,-24,-135] \]

\[ M_3 = [0.24, 1, 1], P_3 = [-60,-60,45] \]

Figure 3 show the result of the detection algorithm. It perfectly detects these transitions. From table I which contain
numerical results, we note that the first and third transitions have the same amplitudes. In addition estimates of the third transition phases are shifted by 180° from the first transition. It is the same for the second and fourth transitions. The extracted information allows us to say that the first and third transitions are caused by the same load (turning on and off). And the two other are caused by a second load.

Table II contains the result using our algorithm on real measurements (realized at the University of Toulon). These are the voltage and the current measured across an appliance given as resistor.

The extracted information corroborates the results obtained on simulated signals. Indeed we can see that the modulus is the same for both the first and second transition. And the phases are shifted by 180°. So these transitions are due to the same load switching on and off. From table II, the phase difference between the current and the voltage is almost equal to 0° for all frequencies, except for 150Hz. The admittance modulus of this load is approximately equal to 0.24 except for 150Hz. Then, it appears that the detected load is a resistor with impedance about 4Ω and with an unexpected behaviour around 150Hz perhaps due to a non-linearity.

V. CONCLUSION

The method proposed in this paper allows to detect each transition and extract its date and duration, and then to estimate the frequencies parameters (amplitudes and phases). Moreover, other information is the number of frequencies (often harmonics) which is different depending on the appliance. Thus the estimated features can be used to improve the classification of the appliances detected in the network.

Studies have been made on measurements disturbed with additive random noise. Or when there exists frequencies which are not taken into account. And it appears that the results provided by our algorithm are still good.
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