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Abstract: In 2002, the Israeli government decided to build a wall inside the occupied West Bank. The wall had a marked effect on the access to land and water resources as well as to the Israeli labour market. It is difficult to include the effect of the wall in an econometric model explaining poverty dynamics as the wall was built in the richer region of the West Bank. So a diff-in-diff strategy is needed. Using a Bayesian approach, we treat our two-period repeated cross-section data set as an incomplete data problem, explaining the income-to-needs ratio as a function of time invariant exogenous variables. This allows us to provide inference results on poverty dynamics. We then build a conditional regression model including a wall variable and state dependence to see how the wall modified the initial results on poverty dynamics. We find that the wall has increased the probability of poverty persistence by 58 percentage points and the probability of poverty entry by 18 percentage points.
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1. Introduction

Speaking about the Israeli-Palestinian conflict, Atran et al. (2007) concluded their article devoted to exploring sacred values and conflict resolution by the following words: “We urgently need more scientific research to inform better policy choices”. The aim of the present paper is to shed some light on the economic consequences in terms of poverty dynamics on the Palestinian population of what is called by the Israeli government a separation wall, a security fence. The building of this wall was decided in 2002, after many political discussions, in order to prevent terrorist attacks starting from the West Bank. It was presented by the Israeli Government as being temporary, meant to be destroyed after peace negotiations. However, as underlined in Leuenberger (2016), “other factors were equally, if not more, influential, such as: demography, location of water aquifers, as well as the inclusion of (what under international law are considered illegal) Jewish settlements within the Occupied Palestinian Territories, inside Israeli-controlled territory. Assessments of the Barrier’s function can thus quickly become mired in controversy.” As a matter of fact, this security fence is called a wall of apartheid by the Palestinians while the simple term wall is used by the International Court of Justice.¹ Where does the controversy come from?

In fact, the wall does not follow the Green Line, the international separation between the State of Israel and the occupied West Bank. With a total length of 708 kilometers, the Wall is more than double the length of the Green Line and at times runs 18 kilometers deep inside the West Bank. As described in Cohen (2006), “many of the portions of the wall that comprise imposing concrete slabs are located in the heart of Palestinian communities, splitting towns, villages, streets, and even extended families (Usher 2006). In other places the fence portions separate Palestinian farmers from their fields, jobs, or schools, cresting visible and acute disruption of normal life.” A detailed map produced by the Applied Research Institute Jerusalem is reproduced in Leuenberger (2016, Figure 3), showing that about 85% of the route followed by the wall runs inside the West Bank, well away from the internationally recognised Green Line.

This wall was built not only to separate Palestinians from Israelis, but also to separate them from Israeli settlements inside the West Bank. As a result, around 943 square kilometres of land located between the wall and the Green Line 1967 border (16.8% of the total West Bank area) has been declared by the Israeli army as a military zone known as the Seam Zone. This area has become inaccessible to Palestinians living on the eastern side of the wall and having no special or seasonal permits. The permits allow accessing the Seam Zone only through a few gates in the wall and during short time periods, usually 15 min in the morning and 15 min in the evening (Hareuveni 2012).

In the post-Oslo peace agreements period (1993–1995) and prior to the wall construction (2002), the occupied West Bank and the Gaza Strip have been subject to a closure policy imposed by the Israeli army. Total closure made movements between the West Bank and the Gaza Strip almost impossible; then internal closure in the West Bank prevented Palestinians from accessing Jerusalem. The checkpoints system installed between West Bank localities made movements and access to land more and more difficult.²

Many academic studies were led to measure the consequences of the wall. However, those were mainly concerned about law and politics. Hassan (2005) discusses the implications of the advice of the International Court of Justice on the relationships between Israel and the US Government. Kattan (2007) discusses the examination by the Supreme Court of Israel of the Advisory Opinion rendered by the International Court of Justice concerning the legality of the Wall. Malone (2004) examines how the route followed by the Wall affects water access for Palestinian villages of the West Bank when Reynolds (2015) details environmental damages and reduction of bio-diversity.

We focus here on the economic consequences of the Wall on the Palestinian society. As underlined in Roy (2000), “Given the extreme dependence of the Palestinian economy on Israel, the impact of closure-restricting the jobs and income of Palestinians working in Israel, reducing Palestinian trade levels, lowering production levels, and so on, has been to heighten poverty”. Palestinians in West Bank found themselves separated from lands behind the wall and from the economic resources they represent. Land behind the wall is known to be more fertile for agriculture and to contain rich natural resources. This zone used to offer scope for future economic development of the occupied Palestinian territory, as well as urban expansion (World Bank 2008).

In addition to the segregation of Palestinians from agricultural land, the wall deprives Palestinians from employment opportunities in Israel. Employment in Israel, that concerns mostly unskilled workers and which is paid higher than in the local Palestinian market, represented an unstable but important income source for low-income and low-asset households. According to the Palestinian Central Bureau of Statistics labour force surveys (PCBS 2000, 2005), around 26% of total Palestinian employment in the West Bank was located in Israel in 1999, but this share declined to around 12% in 2003 and 2004 due to the decline in the number of permits issued by Israel and also due to the wall and checkpoints in the West Bank. Adnan (2015) finds, using the Palestinian Labour Force Survey, that closures and living on the West Bank side of the wall deter out-migration to Israel and increase the

---
² A record of the consequences of the wall is made by many institutions and in particular by the UN Office for the Coordination of Humanitarian Affairs (UN OCHA) which also produces neutral maps as underlined in Leuenberger (2016). https://www.ochaopt.org/theme/west-bank-barrier.
probability of being unemployed. In an anthropological paper, Bornstein (2001) argues that the wall does not make it impossible for Palestinian workers to illegally enter Israel, but it makes it impractical on a daily basis. The segregation policy forces Palestinian workers without permits to stay hidden for weeks on construction sites and in factories, due to the risk of being arrested. This increased risk either discourages Palestinians from working in Israel or may imply long term life deterioration, including reduction in income and consumption, for those subject to this risk. In both cases, households are pushed into chronic poverty traps.

Evidence for eastern and southern African countries (Jayne et al. 2003) shows that land distribution among smallholders is related to income poverty. In the occupied Palestinian territory, land access restrictions and land confiscations render land prices excessively steep (World Bank 2008). This resulted in higher asset-value inequality and income inequality between Palestinians who own or work in lands behind the wall and Palestinians who own highly demanded lands on the eastern side of the wall.

Negative consumption and income shocks in conflict areas may have long-term effects on school drop-out, displacement, nutrition and health status deterioration, which may imply a chronic poverty status (Carter and Barrett 2006; Ibañez and Moya 2010). Moreover, if shocks persistently result in asset losses or in inaccessibility to their location, income can fall below the critical threshold for several periods and households will be more likely to fall into chronic poverty (Dercon 1998). Households subject to shocks usually refer to credit markets or sell part of their non-productive assets as a strategy of adjustment to shocks, but credit markets exclude low-income and low-asset households. Thus, the initial condition of a low consumption level with insufficient asset-base pushes households into poverty traps (Zimmermann and Carter 2003; Carter and Barrett 2006; Reynolds 2015).

Evidence is found in the literature for a downward spiral of poverty and resource degradation. Poor people over-use existing accessible resources due to high population growth, limited access to resources and inequality in resource allocation. Overuse leads again to resource degradation and increasing poverty (Cleaver and Schreiber 1994; Forsyth and Scoones 1998; Scherr 2000).

A similar case under colonisation and resource access restrictions in recent history is South Africa, where black South Africans had no access to certain resources including land and water. Five years after the fall of the apartheid regime, poverty prevalence was still increasing among black South Africans with a high probability of chronic poverty (Carter and May 2001). Candidates for chronic poverty in South Africa are mostly black, female, rural, people with health problems, elderly and farm workers (Aliber 2003). Moreover, education is found to be an important factor in poverty dynamics determination (Jalan and Ravallion 2000; Fuwa 2007).

The objective of this paper is to measure poverty dynamics and income mobility in the occupied Palestinian territory and its determinants. We focus on the West Bank region, excluding the Gaza Strip, but including the Jerusalem area behind the wall. The focus on Palestinians in the West Bank only is for two reasons. First, the wall exists neither in the Gaza Strip nor in Jerusalem. The wall does not prevent Palestinians living in Jerusalem from working in Israel. Second, poverty dynamics and patterns are different in the Gaza Strip and in Jerusalem from what they are in the West Bank. In the Gaza Strip, poverty is due to closure and wars. In Jerusalem, Palestinians are more likely to work in Israel, but they are constrained by Israeli fiscal policies and they are consuming at Israeli prices.

To quantify the impact of the wall on poverty dynamics, we use the model of Cappellari and Jenkins (2004) which provides a convincing approach to modelling poverty entry and poverty persistence. However, the only data we have are provided by the Palestinian Expenditure and Consumption Survey (PECS) collected for the years 1998, 2004 and 2011, which are repeated cross-sections. For the years 2004 and 2011, the PECS contains a geographical variable indicating if a household is located or not in a zone impacted by the wall. We introduce a new Bayesian method of generating pseudo panels, treating the question as an incomplete data problem. Inside the loop of a Gibbs sampler, we explain the income-to-needs ratio using time invariant data for 2004 and 2011 to generate the missing values. Then we use both observed and latent variables to explain the income-to-needs ratio for 2011, this time conditionally on being poor in 2004 and being affected or not
by the wall. We have thus two ways of measuring poverty dynamics and the final effect of the wall on poverty dynamics is determined by a difference between a marginal probability and a conditional probability taking into account the effect of the wall.

The paper is organised as follows. After this introduction, Section 2 describes the Palestinian Expenditure and Consumption Survey, and discusses the definition of the poverty line. Section 3 proposes a first measure of the impact of the wall on poverty and shows how a naive strategy would provide wrong results. Section 4 presents a new model for poverty dynamics and shows how this model can be adapted for a repeated cross-section in a Bayesian framework and how the impact of the wall can be measured. Then, Section 5 presents our empirical results. Conclusions and recommendations are presented in the last section.

2. The Palestinian Expenditure and Consumption Survey

We use three waves (1998, 2004 and 2011) of the Palestinian Expenditure and Consumption Survey as provided by the Palestinian Central Bureau of Statistics (PCBS). Details of the main variables are given in Appendix A. We focus in this section on income, consumption and the definition of poverty.

2.1. Income, Consumption and Family Composition

In low-income countries, a definition of poverty is usually based on household’s consumption level instead of income. The adoption of this definition is mainly due to the consumption of self-produced goods. Poverty status is defined as an indicator variable if the household’s consumption is below the poverty line. The two variables, household consumption and poverty line have to be made compatible in terms of household composition. In 1998 and 2004, the average household composition according to 1996 census was 2 adults and 4 children. In 2011, the average household composition according to 2007 census was 2 adults and 3 children. The poverty line is defined by the PCBS for a representative household and thus has not exactly the same content in 1998 and in 2004 on the one hand and 2011 on the other. We report the values of the poverty line in Table 1 for an average household composition.

Table 1. Comparing poverty lines for a representative household.

<table>
<thead>
<tr>
<th>Year</th>
<th>Official Palestine</th>
<th>50% Mean</th>
<th>60% Median</th>
<th>Official Israel</th>
</tr>
</thead>
<tbody>
<tr>
<td>1998</td>
<td>1,460</td>
<td>1,627</td>
<td>1,610</td>
<td>-</td>
</tr>
<tr>
<td>2004</td>
<td>1,934</td>
<td>1,954</td>
<td>1,899</td>
<td>-</td>
</tr>
<tr>
<td>2011</td>
<td>2,293</td>
<td>2,509</td>
<td>2,377</td>
<td>5,301</td>
</tr>
</tbody>
</table>

Household consumption adjusted for family composition. Figures correspond to monthly consumption in NIS (New Israeli Shekel). The poverty line in Israel is defined as half the median disposable income, weighted by household size. Source: National Insurance Institute, November 2012.

2.2. Poverty Lines

We have to make the household consumption level compatible with that used in official poverty lines. For doing so, we adopted the Oxford (old OECD) equivalence scale. The elasticity of consumption is usually high using the Oxford equivalence scale, and well adapted to the economic situation of the West Bank where, in 2004, 20% of our sample concerns households living in camps. The Oxford equivalence scale is $N_i = 1 + 0.7N_a + 0.5N_C$ where $N_a$ is the number of adults other than the household head and $N_C$ the number of children under 15 years in household $i$. To obtain a figure compatible with official poverty line, household consumption is divided by $N_i$ (its equivalised size) and then

---

3 For instance, Lanjouw and Ravallion (1995) estimate the elasticity of consumption in Pakistan to be around 0.6 and Dreze and Srinivasan (1997) assume it to be 0.85 in rural India.
multiplied by \((1.7 + 0.5 \times 4)\) for 1998 and 2004 and by \((1.7 + 0.5 \times 3)\) for 2011. It is interesting to compare, in Table 1, these official poverty lines to other definitions of relative poverty lines. The official poverty line is close to relative poverty lines, representing roughly 55–60\% of the median consumption. It is much lower than the corresponding Israeli poverty line of 5,301 NIS in 2011. The relative poverty line of 50\% of the mean is well below the official line in 2011 due to an increase in inequality. The Gini index is 0.328 for 1998 and 2004 and is 0.339 in 2011.

3. Stylised Facts and Empirical Strategy

The wall’s effect is represented by a variable provided by the PCBS. This is a geographical variable documenting the location of a household, using three criteria. The first criterion is Jerusalem and those households are un-impacted. The two other criteria are if a household located in the West Bank is situated or not in a geographical zone that has lost lands because of the building of the wall. This variable is available only for 2004 and 2011. We shall see that the measured effect of this variable can be misleading if not treated properly. An appropriate empirical strategy is required.

3.1. Stylised Facts around the Wall

The wall variable is a limited definition of the effect of the wall as it does not take into account the limitations concerning access to the labour market. Households which are located in Jerusalem have different consumption patterns and the wall does not prohibit them from working in Israel. An indicator variable for Palestinians living in Jerusalem has to be used as a control variable.

3.1.1. Poverty Rates

In Table 2, we report overall poverty rates using the official poverty line in the first column, and in the next columns we decompose the same head count indicator for three sub-populations. The overall poverty rate has increased after the Israeli closure policy in 2000 and during the construction of the wall (between 2002 and 2004). Poverty then decreased in 2011, without returning to its level of 1998. For 2004 and 2011, the indicator variable wall allows us to assess the difference between Jerusalem and the rest of the West Bank. Poverty is very low in Jerusalem, much higher in the West Bank, but significantly lower in the region where the wall was built and said to have impacted the population. This simply means that the wall was built in the richer part of the West Bank, confirming the analysis reported in the introduction. If we use a simple differences-in-differences approach, poverty has diminished by \(22.9 - 18.0 = 4.9\) percentage points in the un-impacted region while it diminished by only \(15.6 - 12.2 = 3.4\) percentage points in the impacted region, which makes an excess of \(4.9 - 3.4 = 1.5\) percentage points. The wall had clearly an impact on the dynamics of poverty, a fact that requires further investigation.

<table>
<thead>
<tr>
<th>Poverty Rates</th>
<th>Date</th>
<th>Total</th>
<th>Jerusalem</th>
<th>Impacted</th>
<th>Un-Impacted</th>
</tr>
</thead>
<tbody>
<tr>
<td>1998</td>
<td>13.2</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>2004</td>
<td>18.0</td>
<td>1.1</td>
<td>15.6</td>
<td>22.9</td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>14.7</td>
<td>1.1</td>
<td>12.2</td>
<td>18.0</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample Sizes</th>
<th>Date</th>
<th>Total</th>
<th>Jerusalem</th>
<th>Impacted</th>
<th>Un-Impacted</th>
</tr>
</thead>
<tbody>
<tr>
<td>1998</td>
<td>1965</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>2004</td>
<td>1934</td>
<td>272</td>
<td>486</td>
<td>1176</td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>2909</td>
<td>271</td>
<td>847</td>
<td>1791</td>
<td></td>
</tr>
</tbody>
</table>

The official poverty line was used for computing the poverty rates. The variable wall can take three values: 0 Jerusalem, 2 impacted, 3 not impacted. This variable is available only for 2004 and 2011. Total population can be exactly decomposed according to these three characteristics.
3.1.2. Access to Land and to Public Water

Table 3 explores the effects of the wall on households in terms of access to land and water resources. Obviously, all households have reduced agricultural land cultivation, but households impacted by the wall have reduced land use in a larger proportion with diff-in-diff equal to $21.50 - 8.80 = 12.70$. This is due to difficulties in access to land behind the wall.

Access to a public water network has increased for all categories, and because the wall was built in the richer region, average access to water is greater in the impacted region than in the un-impacted region. However, the increase for un-impacted households is greater than for impacted households, leading to a diff-in-diff of $6.7 - 0.3 = 6.4$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Land ownership and cultivation for un-impacted households</td>
<td>NA</td>
<td>36.4</td>
<td>27.6</td>
<td>−8.8</td>
</tr>
<tr>
<td>Land ownership and cultivation for impacted households</td>
<td>NA</td>
<td>43.8</td>
<td>22.3</td>
<td>−21.5</td>
</tr>
<tr>
<td>Land ownership and cultivation for Jerusalem</td>
<td>NA</td>
<td>7.4</td>
<td>0.4</td>
<td>−7.1</td>
</tr>
<tr>
<td>Total land ownership and cultivation rate</td>
<td>31.8</td>
<td>34.2</td>
<td>23.5</td>
<td>−10.7</td>
</tr>
<tr>
<td>Connection to water for un-impacted households</td>
<td>NA</td>
<td>79.0</td>
<td>85.7</td>
<td>6.7</td>
</tr>
<tr>
<td>Connection to water for impacted households</td>
<td>NA</td>
<td>94.0</td>
<td>94.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Connection to water in Jerusalem</td>
<td>NA</td>
<td>99.6</td>
<td>100.0</td>
<td>0.4</td>
</tr>
<tr>
<td>Total connection rate to a public water network</td>
<td>78.9</td>
<td>85.7</td>
<td>89.5</td>
<td>3.8</td>
</tr>
</tbody>
</table>

The table indicates the percentage of households that own a land for cultivation and the percentage of households that have access to public water network. These figures are ventilated according to the value of the variable wall, that can take three values: 0 Jerusalem, 2 impacted, 3 not impacted. This variable is available only for 2004 and 2011.

3.1.3. Poverty and Access to Natural Resources

As indicated in the introduction, access to land and water resources may have an important impact on poverty and notably on chronic poverty status. Table 4 illustrates the poverty rates in 1998, before the wall’s construction, in 2004 just after the wall construction, and seven years later in 2011, as a function of access to natural resources. These rates follow the same general pattern as those depicted in Table 2 (rise between 1998 and 2004 and a slight decrease in 2011, but without going back to the level of 1998 most of the time). However, we can note two major facts. Poverty is higher when there is no access to natural resources (land and public water), but the fluctuations are greater for those who had a profitable economic activity related to land ownership and access to public water network, which could mean that the effect of the wall was greater for those households.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-connected to the public water network</td>
<td>22.4</td>
<td>23.1</td>
<td>22.0</td>
</tr>
<tr>
<td>Connected to the public water network</td>
<td>10.7</td>
<td>17.1</td>
<td>13.9</td>
</tr>
<tr>
<td>Do not own an agricultural land</td>
<td>13.7</td>
<td>17.2</td>
<td>15.2</td>
</tr>
<tr>
<td>Own and cultivate an agricultural land</td>
<td>12.0</td>
<td>19.7</td>
<td>13.2</td>
</tr>
</tbody>
</table>

Land ownership is a simple dichotomous variable with 1 for TRUE. Access to water has varying items. For 1998, the variable $WAT$ meant 1 = piped supply, 2 = public tap, 3 = well, 4 = tanker, 5 = other. For 2004, the variable $h12a$ meant 1 = public network 2 = private system 3 = no piped water. Finally, for 2011, the variable $h9a$ indicated water connection as to 1 = local public network, 2 = Israeli network, 3 = rain water, 4 = bridges, 5 = tank, 6 = others.

3.2. Empirical Strategy

Using the example of India, Bertrand et al. (2004) have shown that it is not at all an easy task to measure the impact of a dam on poverty rates, simply because dams are not built at random.
There are configurations where it is easier to build a dam, thus the decision to build a dam can be made endogenous because richer regions have more funds. In addition, the effect of a dam is positive downstream and negative upstream.

We have a somewhat similar case here. The wall was not built at random, but mainly in rich areas. So, even after the wall construction, poverty is still less significant in the impacted districts than in the un-impacted districts. Stylised facts have shown that the population was affected by the wall in very diverse ways. So simply introducing a dummy variable in a regression explaining the log of the income-to-needs ratio is not the correct way to proceed. If we introduce that variable in such a regression as displayed in Table 5, we get an estimated positive coefficient both for 2004 and for 2011. The wall variable simply confirms that the wall was built in richer regions. We had a first very simple evaluation, using the evolution of poverty as given in Table 2. What needs to be shown is the effect that the wall had on poverty dynamics, which means poverty persistence and poverty exit. We have to develop a specific model for this purpose.

| Table 5. Misleading Wall effect on income-to-needs ratio. |
|---|---|---|---|---|---|---|---|
| **Regressors** | **Estimate** | **Sd. Er.** | **t-Value** | **Estimate** | **Sd. Er.** | **t-Value** |
| Intercept | 0.482 | 0.120 | 4.03 | 0.509 | 0.122 | 4.19 |
| Wall | 0.082 | 0.027 | 3.05 | 0.079 | 0.023 | 3.47 |
| sex | 0.249 | 0.041 | 6.15 | 0.162 | 0.038 | 4.27 |
| age | −0.022 | 0.005 | −4.39 | −0.024 | 0.005 | −4.81 |
| age² | 0.027 | 0.005 | 5.46 | 0.031 | 0.005 | 6.29 |
| Jerusalem | 0.698 | 0.034 | 20.74 | 0.714 | 0.036 | 20.13 |
| educ | 0.038 | 0.003 | 13.88 | 0.039 | 0.003 | 14.53 |

Regression 2004: $\hat{\sigma} = 0.496$ on 1927 DF, $R^2 = 0.28$; Regression 2011: $\hat{\sigma} = 0.524$ on 2679 DF, $R^2 = 0.21$.

4. A Model of Poverty Dynamics in Repeated Cross-Sections

We propose a model for inference on poverty dynamics when the data are only in the form of repeated cross-sections, using a Bayesian approach. The Bayesian approach is particularly suited here because repeated cross-sections can be seen as an incomplete data problem. We first review the classical literature on poverty dynamics and on repeated cross-sections in order to formulate a model in terms of latent variables. We then present inference procedures to measure the impact of the wall on poverty dynamics.

4.1. Literature

The literature on poverty dynamics has much more recent roots than that of income dynamics. The founding papers were Lillard and Willis (1978) and Bane and Ellwood (1986). The former proposes a Markov chain model of income transitions. The latter is attached to the modelling of the length of poverty spells and the probability of exiting poverty. However, it is concerned only with head-count poverty and requires rather long panels. Rodgers and Rodgers (1993) still rely on long panels, but can distinguish between the three aspects of poverty (incidence, intensity and inequality) and propose a decomposition between chronic and transitory poverty. Cappellari and Jenkins (2004) tackle the question of attrition when measuring poverty dynamics, building a three equation model. The first equation explains the probability that an individual observed at time $t - 1$ can still be observed at time $t$. The second equation explains the marginal probability of being in poverty at time $t - 1$. The last equation explains the conditional probability of being in poverty at time $t$ when in poverty at time $t - 1$.

---

4 The income-to-needs ratio is defined as the ratio between equivalised household total consumption and the official poverty line.
A key parameter is the correlation $\rho$ of the error terms between $t$ and $t-1$. This model is essentially a dynamic probit model with selection bias. It serves to explain poverty persistence and exit from poverty. Dang et al. (2014) have the same concern, but using a rather different strategy based on linear regressions (and not on probit models) explaining consumption or income. Their main originality is that they deal with repeated cross-sections instead of true panels, using time invariant explanatory variables to link two periods. However, Dang et al. (2014) could only provide bounds for poverty persistence and poverty exit probabilities as $\rho$ is not identified in their model.

4.2. Modelling Poverty Dynamics Using Panel Data

We first develop a model inspired by Cappellari and Jenkins (2004), estimating poverty persistence and exit from poverty, assuming provisionally that we have a balanced panel over two periods, 1 and 2 (2004 and 2011 in our case). In a next sub-section, we shall adapt this model to repeated cross-sections. The main variable that we have to explain is the log of the income-to-needs ratio $\log(y_{i1}/z_1)$ where $y_{i1}$ is the income of individual $i$ in period 1 and $z_1$ is the poverty line applicable in time period 1. The following regression provides information on the initial state:

$$\log(y_{i1}/z_1) = x_{i1}'\beta + u_{i1}. \quad (1)$$

Individual $i$ is in a state of poverty if $\log(y_{i1}/z_1) < 0$. If the error term is Gaussian with zero mean and variance $\sigma_1^2$, the marginal probability of being poor in the initial period for individual $i$ is equal to $\Phi(-x_{i1}'\beta/\sigma_1) = 1 - \Phi(x_{i1}'\beta/\sigma_1)$. As we are interested in a transition probability between periods 1 and 2, given the observed state in period 1, we define the dummy variable $d_{i1}$:

$$d_{i1} = \mathbb{I}\left(\log(y_{i1}/z_1) < 0\right), \quad (2)$$

where $\mathbb{I}(a)$ is the indicator function equal to 1 if $a$ is true and 0 otherwise. The income-to-needs ratio for the second period can now be explained by the observed past state of poverty $d_{i1}$ and by some other exogenous variables $w_{i1}$ related to the initial state and influencing the next state. The effect of $w_{i1}$ should be allowed to be different, depending on the nature of the previous state. So the equation explaining the income-to-needs ratio in period 2 is:

$$\log(y_{i2}/z_2) = d_{i1}w_{i1}'\gamma_1 + (1 - d_{i1})w_{i1}'\gamma_2 + u_{i2}, \quad (3)$$

where $w_{i1}$ is a set of exogenous variables observed in period 1, containing $x_{i1}$ and at least another variable. The error term $u_{i2}$ is assumed to be Gaussian with zero mean and variance $\sigma_2^2$. The two error terms are correlated over time with $\text{Corr}(u_{i2},u_{i1}) = \rho$ for the same individual $i$ and independent between two different individuals. In the model of Cappellari and Jenkins (2004), $\rho$ is identified only if $w_{i1}$ has an element which is not in $x_{i1}$.

Let us define a second dummy variable for period 2:

$$d_{i2} = \mathbb{I}\left(\log(y_{i2}/z_2) < 0\right). \quad (4)$$

Following Cappellari and Jenkins (2004), poverty persistence is defined as the state of being poor in period 2 while having been poor in period 1. Its probability is given by:

$$s_{i2} = \text{Pr}(d_{i2} = 1|d_{i1} = 1) = \Phi_2\left(-\frac{w_{i1}'\gamma_1}{\sigma_2}, \frac{x_{i1}'\beta}{\sigma_1}; \rho\right)/\Phi\left(-\frac{x_{i1}'\beta}{\sigma_1}\right), \quad (5)$$
which corresponds to the ratio between a joint probability and a marginal probability, \( \Phi_2 \) being the bivariate Gaussian cumulative distribution. Poverty entry is defined in a similar way as:

\[
e_{j2} = \Pr(d_{j,2} = 1|d_{j,1} = 0) = \Phi_2 \left( -\frac{x_{j1}' \gamma_2}{\sigma_2}, \frac{x_{j1} \beta_2}{\sigma_1}; -\rho \right) / \Phi \left( \frac{x_{j1} \beta_2}{\sigma_1} \right).
\]

Estimating model (1)–(3) is quite simple if we observe the same individual over the two periods. Poverty persistence and poverty exit are just simple transformations of the estimated parameters. However, of course we need a true panel, which of course is not the case here. We have only repeated cross-sections, which makes the problem more complex.

4.3. Poverty Dynamics and Repeated Cross-Sections

Feasible panel data sets are not so common, especially in developing countries and so techniques have been found in order to retrieve information from repeated cross-sections. Deaton (1985) first proposed to take means inside cohort clusters defined by time invariant instrumental variables (following the terminology used in Verbeek 2008). However, this approach can lead to a substantial loss of information. An alternative approach was taken in a series of papers, mainly Dang et al. (2011); Dang and Lanjouw (2013) and Dang et al. (2014), following an initial idea of out-of-sample imputation of Elbers et al. (2003). Let us consider again two periods, and two samples coming from the same population. The starting point is a two-equation model explaining the log of the income-to-needs ratio as before, denoted \( y \) here for simplicity of notation, for period 1 and period 2:

\[
y_{i,1} = x_{i1} \beta_1 + u_{i,1}, \quad y_{j,2} = x_{j2} \beta_2 + u_{j,2}.
\]

There are \( n = n_1 + n_2 \) individuals with \( i = 1, \ldots, n_1 \) and \( j = n_1 + 1, \ldots, n \), so that there is no overlapping between the two periods or if there is, we do not know which individuals are present in the two periods. So initially it would seem there is no clear link between these two equations, apart from the fact that the two samples are drawn from the same population, while \( i \) and \( j \) do not concern the same observed individuals or households. The first link that is introduced between the two samples is that \( x_{i1} \) and \( x_{j2} \) are time invariant exogenous variables and so it is clear that \( x_{i1} = x_{j2} \) and \( x_{i1} = x_{j2} \). The idea used in Dang et al. (2014) is to simulate values for the missing individuals in one of the two periods. Because both \( y_i \) and \( y_j \) are drawn from the same population and are functions of the same time invariant exogenous variables, we can simulate for instance the unobserved \( \tilde{y}_{j,2} \), using \( x_{i1} \beta_2 \). So having estimated separately the two equations in (7) and (8), Dang et al. (2014) define the event of entering a state of poverty as the joint event of not being poor at time 1 and being poor at time 2. This joint probability is given by:

\[
\Pr(y_{j,2} < 0 \text{ and } y_{j,1} > 0) = \Pr(u_{j,2} < -x_{j2} \beta_2 \text{ and } u_{i,1} > -x_{i1} \beta_1).
\]

This probability is a function of the joint distribution of \((u_{i,1}, u_{j,2})\) with a coefficient of association \( \rho \geq 0 \). If \( \rho = 0 \), then mobility attains its upper bound. If \( \rho = 1 \), then mobility reaches its lower bound. A positivity assumption for \( \rho \) is justified on the basis of household fixed effect and the persistence of shocks. However, apart from this prior restriction, \( \rho \) is not identified because the two equations in (8) are totally symmetric. Without further assumptions, Dang et al. (2014) can propose only bounds for poverty transition probabilities. Assuming a Gaussian distribution for the error terms, the probability of entering poverty becomes:

\[
\Pr(y_{j,2} < 0 \text{ and } \tilde{y}_{j,1} > 0) = \Phi_2 \left( -\frac{x_{j2} \beta_2}{\sigma_2}, \frac{x_{j2} \beta_1}{\sigma_1}; -\rho \right),
\]
where the four quantities \( \beta_1, \sigma_1, \beta_2 \) and \( \sigma_2 \) have been estimated directly from the two equations of the initial model. A set of values for \( \rho \) has to be picked in the interval [0, 1] in order to compute (10).

We should point out the main differences between the model of Dang et al. (2014) and our first model (1)–(3) based on Cappellari and Jenkins (2004). Our first model is fundamentally asymmetric whereas the model of Dang et al. (2014) assumes a perfect symmetry. Entering poverty in (6) is normalised by the probability of the initial state. The probability of entering poverty in (10) depends essentially on the differences between \( \beta_1 \) and \( \beta_2 \) and the differences between \( \sigma_1 \) and \( \sigma_2 \). There is no way of including the effect of the wall, except in a symmetric way in \( x_{i,2} \). In addition, in Section 3.2, we have seen that to do so was not a reasonable solution.

4.4. Repeated Cross-Section as an Incomplete Data Problem

We want of course to treat the problem in a different way and show that a repeated cross-section is fundamentally an incomplete data problem. In a full data model, unobserved individuals in period 1, \( \tilde{y}_{i,1} \) and the unobserved individuals in period 2, \( \tilde{y}_{i,2} \) are treated as latent variables so that we have \( n = n_1 + n_2 \) individuals (observed and unobserved) for each period. Formally, this means:

\[
\begin{align*}
\text{Period 1} \quad \begin{cases}
y_{i,1} &= x_{i,2} \beta_1 + \tilde{u}_{i,1}, \\
y_{i,1} &= x_{i,1} \beta_1 + u_{i,1},
\end{cases} & \quad \tilde{u}_{i,1} \sim N(0, \sigma_1^2), \\
y_{i,1} &= N(0, \sigma_1^2),
\end{align*}
\]

(11)

\[
\begin{align*}
\text{Period 2} \quad \begin{cases}
y_{i,2} &= x_{i,2} \beta_2 + \tilde{u}_{i,2}, \\
y_{i,2} &= x_{i,1} \beta_2 + \tilde{u}_{i,2},
\end{cases} & \quad \tilde{u}_{i,2} \sim N(0, \sigma_2^2), \\
y_{i,2} &= N(0, \sigma_2^2).
\end{align*}
\]

(12)

For instance \( y_{i,2} \) represents the observed group in period 2 while \( \tilde{y}_{i,1} \) represents the same group being unobserved in period 1. The assumption that \( x \) does not vary over time (variables such as age, sex, religion, localisation,...) implies that \( x_{i,2} = x_{i,1} \) and that \( x_{i,1} = x_{i,2} \). This is an identification assumption that will allow us to make inference in this model. The second identification assumption is that the parameters are constant over all the individuals within the same period.

Let us now discuss the joint distribution of the four error terms which are \( (\tilde{u}_{i,1}, u_{i,1}, \tilde{u}_{i,2}, u_{i,2}) \). We assume that it is Gaussian with zero mean and variance-covariance matrix \( \Sigma \). This matrix has a particular structure which results from the following very simple assumptions. We have assumed that within each period, the two error terms (corresponding to observed and to latent variables) have the same variance for identification reasons. We assume now that the individuals are not correlated, which means that there is no spatial correlation, simply because our data are not informative on that dimension. The important parameter to specify is the correlation \( \rho \) between two income observations for the same individual over the two periods. If we translate these assumptions into mathematical terms, we have:

\[
\begin{align*}
\text{Corr}(\tilde{u}_{i,1}, u_{i,1}) &= 0, & \text{Corr}(\tilde{u}_{i,1}, u_{i,2}) &= \rho, & \text{Corr}(\tilde{u}_{i,1}, \tilde{u}_{i,2}) &= 0, \\
\text{Corr}(u_{i,1}, u_{i,2}) &= 0, & \text{Corr}(u_{i,1}, \tilde{u}_{i,2}) &= \rho, & \text{Corr}(u_{i,2}, \tilde{u}_{i,2}) &= 0,
\end{align*}
\]

which leads to the following variance-covariance matrix:

\[
\Sigma = \begin{pmatrix}
\sigma_1^2 & 0 & \rho \sigma_1 \sigma_2 & 0 \\
0 & \sigma_2^2 & 0 & \rho \sigma_1 \sigma_2 \\
\rho \sigma_1 \sigma_2 & 0 & \sigma_2^2 & 0 \\
0 & \rho \sigma_1 \sigma_2 & 0 & \sigma_2^2
\end{pmatrix}
\]

(13)

So even if (13) has a block diagonal structure, this does not mean that we have imposed restrictions that could be testable.
Dang et al. (2014) have chosen to simulate only one of the two latent variables, considering one of the two distributions, $\tilde{y}_{i,1} | x_{j,2}$ or $\tilde{y}_{i,2} | x_{i,1}$, treating thus the two periods independently. For instance, for the first period, they are using:

$$\tilde{y}_{j,1} | x_{j,2} \sim N \left( x_{j,2} \beta_1, \sigma_1^2 \right).$$ (14)

By doing so, they loose a part of the available information. We prefer first to simulate both $\tilde{y}_{j,1}$ and $\tilde{y}_{i,2}$, and second to condition on all the other variables, so as to take into account the between periods correlation. Due to the particular structure of matrix (13), we have however the simplification

$$p(\tilde{y}_{j,1} | x_{j,2}, y_{i,1}, y_{j,2}, \tilde{y}_{j,2}) = p(\tilde{y}_{j,1} | x_{j,2}, y_{j,2}),$$

which means that it is necessary to condition only on the observed variables when simulating the latent variables. Conversely, for simulating $\tilde{y}_{i,2}$, we have:

$$\tilde{y}_{i,2} | x_{i,1}, y_{i,1} \sim N \left( x_{i,1} \beta_2 + \rho \frac{\sigma_2}{\sigma_1} (y_{i,1} - x_{i,1} \beta_1), \sigma_2^2 (1 - \rho^2) \right).$$ (16)

Equations (15) and (16) will be our basic tools to simulate the missing observations and thus build a completed panel. So despite the apparent restrictive structure of (13), the simulation of the latent variables takes into account as much information as possible.

A model written as an incomplete data problem leads logically to a Gibbs sampler. Missing observations are generated conditionally on values of the parameters which are then reevaluated conditionally on the simulated missing variables. However in our case, things are not as simple as that. The identifying assumptions $x_{i,2} = x_{i,1}$ and $x_{j,1} = x_{j,2}$ provide information for both the regression coefficients $\beta_i$ and the latent variables. For the present we have no specific source of information for the correlation coefficient $\rho$ while it is needed for simulating the latent variables. We need to provide an extra source of information and this will be the object of Section 4.6. It is important to remember that Dang et al. (2014) provide only bounds for $\rho$.

4.5. Inference on the Regression Parameters

Conditional on simulated values for the latent variables, our two period regression model with variance-covariance matrix (13) corresponds to a simple SURE (Seemingly Unrelated Regression) model. In Bauwens et al. (1999, Chap. 9), it is shown how Bayesian inference in a SURE model can be done using a Gibbs sampler for estimating jointly the regression parameters and the correlation structure. We can also decompose inference into two stages: the regression parameters on one hand and the correlation structure on the other hand. For that purpose, we decompose $\Sigma$ as given in (13) into the product of two diagonal matrices $S$ containing $\sigma_1$ and $\sigma_2$, sandwiching a correlation matrix $R$, so that $\Sigma = S R S$, following a suggestion made in Barnard et al. (2000). In our case, these matrices are:

$$S = \begin{pmatrix} \sigma_1 & 0 & 0 & 0 \\ 0 & \sigma_1 & 0 & 0 \\ 0 & 0 & \sigma_2 & 0 \\ 0 & 0 & 0 & \sigma_2 \end{pmatrix}, R = \begin{pmatrix} 1 & 0 & \rho & 0 \\ 0 & 1 & 0 & \rho \\ \rho & 0 & 1 & 0 \\ 0 & \rho & 0 & 1 \end{pmatrix}.$$

Let us now factorise the product $S R S = P P'$ using a Choleski decomposition. We then form the matrix $L = S P^{-1}$ which is equal to:
with $\omega$ where $\tilde{v}$ with period can be written as:
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ordering for the Choleski decomposition, obtain another matrix $L$

and consider for period two the reverse and Bayesian inference on its regression parameters can be done separately from inference on the other parameters. Because the model is symmetric between the two periods, we can adopt the reverse meaning that we can make inference on the two blocks separately. Let us pre-multiply our model (11) and (12) by $L$. Due to the particular structure of $L$, the model for the first period is left unchanged:

$$
\begin{align*}
\begin{bmatrix}
\tilde{y}_{i,1} \\
y_{i,1}
\end{bmatrix} &= \begin{bmatrix} y_{i,2} \\
y_{i,1}
\end{bmatrix} + \begin{bmatrix} \tilde{v}_{i,1} \\
v_{i,1}
\end{bmatrix},
\end{align*}
$$

with $v_{i,1} = \tilde{u}_{i,1}, v_{i,1} = u_{i,1}$. The model for the second period is modified into a conditional model with:

$$
\begin{align*}
\begin{bmatrix}
\tilde{y}_{i,2} \\
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with $\omega = \sigma_2 / \sigma_1$ and

$$
v_{i,2} = (u_{i,2} - \rho \omega \tilde{u}_{i,1}) / \sqrt{1 - \rho^2}, \quad \tilde{v}_{i,2} = (\tilde{u}_{i,2} - \rho \omega u_{i,1}) / \sqrt{1 - \rho^2}.
$$

Let us now define the following matrices with $n = n_1 + n_2$ rows so as to write our model in a matrix form:

$$
y_{s1} = \begin{bmatrix} \tilde{y}_1 \\ y_1 \end{bmatrix}, \quad y_{s2} = \begin{bmatrix} y_2 \\ \tilde{y}_2 \end{bmatrix}, \quad X = \begin{bmatrix} X_2 \\ X_1 \end{bmatrix},
$$

where $\tilde{y}_1, y_1$ are respectively two vectors of dimension $n_2$ and $n_1$ ($y_2, \tilde{y}_2$ are of dimension $n_2$ and $n_1$) and $X_2, X_1$ are two matrices with corresponding number of rows $n_2$ and $n_1$. Our model for the first period can be written as:

$$
y_{s1} = X\beta_1 + v_1,
$$

and Bayesian inference on its regression parameters can be done separately from inference on the other parameters. Because the model is symmetric between the two periods, we can adopt the reverse ordering for the Choleski decomposition, obtain another matrix $L$ and consider for period two the symmetric model:

$$
y_{s2} = X\beta_1 + v_2.
$$

So conditional on the simulated values for the latent variables, the two regression models (19) and (20) can be analysed separately. Under a non-informative prior, the posterior densities of $\beta_1 | \sigma_1^2$ and $\beta_2 | \sigma_2^2$ are two conditional normal densities while those of $\sigma_1^2$ and $\sigma_2^2$ are two inverse gamma2 densities with:
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\begin{align*}
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0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}.
\end{align*}
$$

If we pre-multiply our system of four equations by $L$, the matrix of variance covariance of the error terms will be transformed into a diagonal matrix:

$$
L \Sigma L' = \begin{bmatrix} \sigma_1^2 & 0 & 0 & 0 \\
0 & \sigma_1^2 & 0 & 0 \\
0 & 0 & \sigma_2^2 & 0 \\
0 & 0 & 0 & \sigma_2^2
\end{bmatrix} = \Sigma^2,
$$

meaning that we can make inference on the two blocks separately. Let us pre-multiply our model (11) and (12) by $L$. Due to the particular structure of $L$, the model for the first period is left unchanged:
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with $v_{i,1} = \tilde{u}_{i,1}, v_{i,1} = u_{i,1}$. The model for the second period is modified into a conditional model with:
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\begin{align*}
\begin{bmatrix}
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\end{bmatrix} &= x_{i,2}\beta_1 + \begin{bmatrix} \tilde{v}_{i,2} \\
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\end{align*}
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with $\omega = \sigma_2 / \sigma_1$ and
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v_{i,2} = (u_{i,2} - \rho \omega \tilde{u}_{i,1}) / \sqrt{1 - \rho^2}, \quad \tilde{v}_{i,2} = (\tilde{u}_{i,2} - \rho \omega u_{i,1}) / \sqrt{1 - \rho^2}.
$$

Let us now define the following matrices with $n = n_1 + n_2$ rows so as to write our model in a matrix form:

$$
y_{s1} = \begin{bmatrix} \tilde{y}_1 \\ y_1 \end{bmatrix}, \quad y_{s2} = \begin{bmatrix} y_2 \\ \tilde{y}_2 \end{bmatrix}, \quad X = \begin{bmatrix} X_2 \\ X_1 \end{bmatrix},
$$

where $\tilde{y}_1, y_1$ are respectively two vectors of dimension $n_2$ and $n_1$ ($y_2, \tilde{y}_2$ are of dimension $n_2$ and $n_1$) and $X_2, X_1$ are two matrices with corresponding number of rows $n_2$ and $n_1$. Our model for the first period can be written as:

$$
y_{s1} = X\beta_1 + v_1,
$$

and Bayesian inference on its regression parameters can be done separately from inference on the other parameters. Because the model is symmetric between the two periods, we can adopt the reverse ordering for the Choleski decomposition, obtain another matrix $L$ and consider for period two the symmetric model:

$$
y_{s2} = X\beta_1 + v_2.
$$

So conditional on the simulated values for the latent variables, the two regression models (19) and (20) can be analysed separately. Under a non-informative prior, the posterior densities of $\beta_1 | \sigma_1^2$ and $\beta_2 | \sigma_2^2$ are two conditional normal densities while those of $\sigma_1^2$ and $\sigma_2^2$ are two inverse gamma2 densities with:
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\begin{align*}
\begin{bmatrix} 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}.
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See Bauwens et al. (1999, Appendix A) for a definition of the densities used.
\[
p(\beta_1 | \sigma_1^2, y_1) = f_N(\beta_1 | \beta_{s1}, \sigma_1^2 M_{s1}^{-1}), \tag{21}
\]
\[
p(\sigma_1^2 | y_1) = f_{\gamma_1}(\sigma_1^2 | s_{s1}, v_s), \tag{22}
\]
\[
p(\beta_2 | \sigma_2^2, y_2) = f_N(\beta_2 | \beta_{s2}, \sigma_2^2 M_{s2}^{-1}) \tag{23}
\]
\[
p(\sigma_2^2 | y_2) = f_{\gamma_1}(\sigma_2^2 | s_{s2}, v_s), \tag{24}
\]

where \(v_s = n, M_s = X'X\) and:

\[
\beta_{s1} = M_{s1}^{-1}X'ys_1,
\]
\[
\beta_{s2} = M_{s2}^{-1}X'ys_2,
\]
\[
s_{s1} = ys_1^1ys_1 - \beta_{s1}^2M_s\beta_{s1},
\]
\[
s_{s2} = ys_2^2ys_2 - \beta_{s2}^2M_s\beta_{s2}.
\]

We have the needed formulae for conducting Bayesian inference on the regression parameters, conditional on the simulated values for the latent variables. We must now detail how to make inference on the correlation parameter \(\rho\).

### 4.6. Inference on Correlation

Returning to the remaining equations in the system (17) and (18) where \(\rho\) appears explicitly, let us multiply them both by \(\sqrt{1 - \rho^2}\), rearrange the terms and adopt a similar matrix notation as before. We get:

\[
ys_2 - X\beta_2 = \rho\omega[ys_1 - X\beta_1] + v_2\sqrt{1 - \rho^2}, \tag{25}
\]

where \(v_2\) is defined in (20) with zero mean and variance-covariance matrix \(\sigma_2 I_n\). From the previous step, we have knowledge of \(\beta_1, \beta_2, \omega\) and \(\sigma_2^2\). So in theory we could recover information on \(\rho\) using this regression which is nothing but a regression of the residuals from the period 2 model on the residuals from period 1 model. However, things are not as simple as that, because in fact no new information is brought in by this autoregressive model which only compares observations to their simulated counterpart \((\bar{y}_{i1} to y_{i1})\) and \((\bar{y}_{i2} to y_{i2})\). We have to find a source of extra information.

Verbeek and Vella (2005) and Verbeek (2008) have proposed to use the grouping technique of Deaton (1985) for making inference in autoregressive pseudo panel models, using the fact that taking group averages is equivalent to IV estimation with the group dummies as instruments. We shall use time invariant information such as birth date and gender as instruments to determine \(c = 1, \ldots, C\) cohorts and then compute the cell means of each vector or matrix of observations. We collect these cell means into new vectors noted \(yc_2, yc_1\) having each \(C\) rows and two new matrices \(X_{2,c}, X_{1,c}\) with also \(C\) rows. They correspond respectively to the \(C\) cell means of \(y_{2,c}, y_{1,c}\) and of \(X_{2,c}, X_{1,c}\). Let us now define the following vectors and matrices:

\[
yc_2 = \begin{pmatrix} y_{2,c} \\ y_{2,c} \end{pmatrix}, \quad yc_1 = \begin{pmatrix} y_{1,c} \\ y_{1,c} \end{pmatrix}, \quad Xc = \begin{pmatrix} X_{2,c} \\ X_{1,c} \end{pmatrix}, \tag{26}
\]

which all have \(2 \times C\) rows. Let us rearrange (25) into:

\[
ys_2 = \rho\omega ys_1 + X[\beta_2 - \rho\omega\beta_1] + v_2\sqrt{1 - \rho^2}. \tag{27}
\]

We then replace in (27) \(ys_2\) by \(yc_2, ys_1\) by \(yc_1\) and \(X\) by \(Xc\) so as to get:

\[
yc_2 = \rho yc_1\omega + Xc\beta_3 + uc. \tag{28}
\]
When comparing (28) to (27), we see that we have replaced \( y_2 \) by \( y_{2,c} \), but also \( \tilde{y}_2 \) by the same \( y_{2,c} \). A similar replacement was done for the endogeneous variable of the first period. This means that we have replaced latent variables by observed cell means.\(^6\) This model can be simplified if we consider the deviation matrix \( M_X = I_C - Xc(Xc'Xc)^{-1}Xc' \). Let us pre-multiply (28) by \( M_X \) to get:

\[
M_X y_{c2} = \rho M_X y_{c1} \omega + M_X u_c. \tag{29}
\]

We shall use (29) to get information on \( \rho \), assuming that \( \omega \) was determined in the previous step.\(^7\) With (29), we have an autoregressive regression model where inference can be conducted in a simple way, conditionally on \( \omega \). We assume that the error term \( M_X u_c \) is of zero mean and variance-covariance matrix \( \sigma_3^2 I_{2C} \). It is interesting to introduce the possibility of an informative natural conjugate prior for \( \rho \). We consider the following prior information:

\[
E(\rho) = r_0, \quad \text{Var}(\rho|\sigma_3^2) = \sigma_3^2 / m_0, \quad E(\sigma_3^2) = s_0 / (v_0 - 2).
\]

The conditional posterior density of \( \rho|\sigma_3^2 \) is a normal density and that of \( \sigma_3^2 \) is an inverse gamma density with:

\[
p(\rho|\sigma_3^2, y_{c2}, \omega) = f_N(\rho|r_0, \sigma_3^2 / m_0), \tag{30}
\]

\[
p(\sigma_3^2|y_{c2}, \omega) = f_{\gamma}(\sigma_3^2|s_0, nc_3), \tag{31}
\]

where:

\[
\begin{align*}
r_+ & = yc_1'M_Xyc_1\omega^2 + m_0, \\
\rho_+ & = r_+^{-1}(yc_1'M_Xyc_2\omega + m_0r_0), \\
s_+ & = s_0 + r_+^2m_0 + yc_2'M_Xyc_2 - \rho_+^2 / r_+, \\
nc_3 & = 2C + v_0.
\end{align*}
\]

The parameter \( \rho \) has to be constrained to a specific range. It has to be strictly less than 1 for stability reasons and Dang et al. (2014) have shown that it has to be positive. So we have to constraint \( \rho \in [0,1] \). Consequently, we shall not draw \( \rho \) directly from its conditional posterior density \( p(\rho|\sigma_3^2, y_{c2}, \omega) \), but from this posterior density truncated between 0 and 1.

### 4.7. A Separate Dynamic Equation for Implementing a Diff-In-Diff Strategy

The last equation we have to discuss corresponds to (3) where we introduce the effect of the wall in the second period. We have to suppose that the households impacted by the wall do not change over the two periods, which means that the wall is a time invariant variable (even if its effect is diluted over time) and that the households do not migrate (we shall document that point later). Let us call \( W \) the vector containing the index of the impacted households by the wall in period 1 and in period 2. Let us define a random dummy variable \( d_1 \) which indicates for period 1 if a household was in a state of poverty or not:

\[
d_1 = 1(y_{s1} < 0). \tag{32}
\]

This variable is a function of all the parameters because \( y_{s1} \) contains simulated values of a latent variable. We can then specify our last equation to estimate as being:

\[
y_{s2} = d_1\gamma_1 + (1 - d_1)\gamma_2 + X\beta_3 + u, \tag{33}
\]

---

\(^6\) As a matter of fact, it would be quite difficult to define cell means for the simulated values of the latent variables.

\(^7\) Expressed in a totally different way, we could find a similar idea in Dang and Lanjouw (2013).
with \( u \) being Gaussian with zero mean and variance-covariance matrix \( \sigma_u^2 I_n \). It can be put in a matrix form if we define:

\[
Z = [d_1 W, (1 - d_1) W, X], \quad \delta' = (\gamma_1, \gamma_2, \beta_3^s).
\]

The posterior density of \( \delta \) in the regression \( y_{s2} = Z\delta + u \) has the usual form under a non-informative prior:

\[
p(\delta | \sigma_u^2, y_{s2}) = f_{N}(\delta | \delta_s, \sigma_u^2 (Z'Z)^{-1}),
\]

\[
p(\sigma_u^2 | y_{s2}) = f_{I}((\sigma_u^2 | s_n, \nu_s),
\]

with \( \nu_s = n \) and

\[
\delta_s = (Z'Z)^{-1}Z'y_{s2}, \quad s_{a2} = y_{s2}'y_{s2} - \delta_s'Z\delta_s.
\]

We propose to measure the effect of the wall on poverty dynamics by a diff-in-diff strategy. Poverty follows its own trend which can be measured by a transition matrix, as we were able to simulate the income-to-needs ratios, \( y_{s1} \) and \( y_{s2} \), for the two periods, using (15) and (16). The corresponding matrix of marginal poverty transition is defined as:

\[
p = \begin{pmatrix}
\Pr(y_{s1} < 0 \cap y_{s2} < 0) & \Pr(y_{s1} < 0 \cap y_{s2} > 0) \\
\Pr(y_{s1} > 0 \cap y_{s2} < 0) & \Pr(y_{s1} > 0 \cap y_{s2} > 0)
\end{pmatrix},
\]

with rows summing to one and generic element \( p_{ij} \). \( p_{11} \) is the probability of staying in a state of poverty between periods 1 and 2 while \( p_{21} \) is the probability of entering poverty in period 2. For each draw \( l \) of the parameters, this matrix can be evaluated as:

\[
p_{11} = \frac{\sum d_{1}^{(l)} \times d_{1}^{(l)} / \sum d_{1}^{(l)}}{\sum d_{1}^{(l)}},
\]

\[
p_{12} = \frac{\sum (1 - d_{1}^{(l)}) \times d_{2}^{(l)} / \sum (1 - d_{1}^{(l)})}{\sum (1 - d_{1}^{(l)})},
\]

\[
p_{21} = \frac{\sum (1 - d_{1}^{(l)}) \times d_{2}^{(l)} / \sum (1 - d_{1}^{(l)})}{\sum (1 - d_{1}^{(l)})},
\]

\[
p_{22} = \frac{\sum (1 - d_{1}^{(l)}) \times (1 - d_{2}^{(l)}) / \sum (1 - d_{1}^{(l)})}{\sum (1 - d_{1}^{(l)})},
\]

where \( d_{1}^{(l)} \) is defined in (32) with \( y_{s1} \) being replaced by \( y_{s1}^{(l)} \) and \( d_{2}^{(l)} \) is defined accordingly for period 2. These dummy variables indicate for the two periods and for each draw if an household is in a state of poverty or not. As they are computed for each MCMC draw of the parameters, \( p_{11} \) and \( p_{21} \) are estimated by averaging over the MCMC output.

These marginal probabilities are modified when we take into account the wall effect by means of the dynamic conditional model (33). With the Gibbs output for \( \gamma_1 \) and \( \gamma_2 \), we can evaluate the vectors of poverty persistence \( s_2 \) and poverty entry \( e_2 \). More precisely, for poverty persistence, we have:

\[
s_2 = \Phi_2 \left( -\frac{W\gamma_1 + X\beta_3}{\sigma_u}, -\frac{X\beta_1}{\sigma_1}; \rho \right) \Phi \left( -\frac{X\beta_1}{\sigma_1} \right),
\]

which corresponds to the ratio between a joint probability and a marginal probability, \( \Phi_2 \) being the bivariate Gaussian cumulative distribution. While for poverty entry, we get:

\[
e_2 = \Phi_2 \left( -\frac{W\gamma_2 + X\beta_3}{\sigma_u}, \frac{X\beta_1}{\sigma_1}; -\rho \right) \Phi \left( \frac{X\beta_1}{\sigma_1} \right).
\]

If we impose the restriction \( \gamma_1 = 0 \), then \( p_{11} = s_2 \), while the restriction \( \gamma_2 = 0 \) would imply \( p_{21} = e_2 \). Consequently the net effect of the wall is measured by the influence of \( \gamma_1 \) and \( \gamma_2 \) and is obtained by computing the posterior density of the two differences: \( s_2 - p_{11} \) for the effect of the wall on poverty persistence; \( e_2 - p_{21} \) for the effect of the wall on poverty entry.
4.8. Summarised Gibbs Sampler Algorithm

Inference on $\beta_1$, $\sigma_1$, $\beta_2$, $\sigma_2$, $\rho$ and $\delta' = (\gamma_1, \gamma_2, \beta_3')$ is provided by a Gibbs sampler for which we have found all the conditional posterior densities. We summarise the whole process in the following Gibbs sampler algorithm:

Define starting values for:

1. $\beta_1$, $\sigma_1$ obtained using OLS on $y_1 = X_1\beta_1 + v_1$.
2. $\beta_2$, $\sigma_2$ obtained using OLS on $y_2 = X_2\beta_2 + v_2$.
3. compute $\omega = \sigma_2 / \sigma_1$.
4. determine cohort cells means for $y_1$, $y_2$ and $X_1$, $X_2$.
5. compute $yc_1$, $yc_2$, $X_0$ and $M_X$.
6. $\rho$ obtained using OLS on $M_Xyc_2 = \rho M_Xyc_1\omega + u_c$.

Start iterations for the Gibbs sampler over $l = 1, \ldots, m$:

1. simulate the latent variables $\tilde{y}_{1,1}$ and $\tilde{y}_{1,2}$, given $\rho^{(l-1)}$, $\omega^{(l-1)}$, $\beta_1^{(l-1)}$, $\beta_2^{(l-1)}$, using (15) and (16) so as to form $y_{s_1}^{(l)}$ and $y_{s_2}^{(l)}$.
2. draw $p_1^{(l)}$, $p_2^{(l)}$, and $c_1^{(l)}$, $c_2^{(l)}$ using the posterior densities (21)–(24), corresponding to the full marginal models for periods 1 and 2, compute $\omega^{(l)} = \sigma_2^{(l)} / \sigma_1^{(l)}$.
3. draw $\rho^{(l)}$ and $\omega^{(2l)}$ using the normal posterior density (30) truncated on $[0, 1]$ and the inverse-gamma2 posterior density (31), based on the auxiliary model $M_Xyc_2 = \rho M_Xyc_1\omega^{(l-1)} + u$.
4. compute $d_1^{(l)}$ from $y_{s_1}^{(l)}$ and $d_2^{(l)}$ from $y_{s_2}^{(l)}$.
5. deduce $p_{11}^{(l)}$ and $p_{21}^{(l)}$ from $d_1^{(l)}$ and $d_2^{(l)}$.
6. draw $\delta^{(l)}$ using the posterior densities (34) and (35).
7. evaluate the probabilities $s_1^{(l)}$, $s_2^{(l)}$, and $c_1^{(l)}$, $c_2^{(l)}$ defined in (36) and (37), using bivariate cumulative Gaussian routines and compute the differences $s_2^{(l)} - p_{11}^{(l)}$ and $e_2^{(l)} - p_{21}^{(l)}$.
8. store the draws.
9. redo the loop.

From this MCMC output, we can produce graphs of the posterior density of poverty entry and poverty persistence. All computations were done in $\texttt{R}$, using the packages $\texttt{truncnorm}$ for drawing from a truncated normal and $\texttt{pbivnorm}$ for the bivariate Gaussian cumulative.

5. Empirical Results

The general setting is as follows. We have chosen gender of the household head, age, age squared (divided by 10), urban, camp and Jerusalem as time invariant explanatory variables to generate the pseudo panel. We have excluded the level of education from this list as there are missing observations in the second period for this variable. We have used the year of birth and gender to define the cohorts in the model for $\rho$. We used 25 classes for the year of birth of male household heads and only 10 classes for female heads who are smaller in number. Year of birth classes are determined using quantile intervals. This made 35 classes and 70 observations for the double regression (28). We ran a specification search for this regression, retaining as explanatory variables sex, age, age$^2$, urban, refugee camp. We used an informative Gaussian prior for $\rho|\sigma^2_3$ for which we have chosen $\text{E}(\rho) = 0.50$ and $\text{SD}(\rho) = 0.50$. The corresponding prior on the variance of the error term is an inverse-gamma2 for which we have chosen $v_0 = 10$ and $s_0 = 2$. This is a rather mild prior, but we shall provide a sensitivity analysis. We used non-informative priors for the remaining parameters of the model.
5.1. Marginal Models and Poverty Dynamics

With 10,000 draws for the Gibbs sampler and 500 additional draws for warming up the chain, the posterior moments of $\rho$ are 0.399 for the mean and 0.017 for the standard deviation, using our informative prior. If we had used a non-informative prior on $\rho$, the posterior mean would have been 0.297 and the posterior standard error 0.013. The graph of the posterior density given in Figure 1 clearly indicates the sensitivity of this parameter to the given prior information, even when the latter is mild. However, we shall see that the final result (entry in poverty and poverty persistence) is much less sensitive to the prior specification.

![Prior and posterior densities for $\rho$. The prior standard deviation was divided by 5 in order to keep a reasonable scale on the graph. The actual prior is much less informative.](image)

**Figure 1.** Prior and posterior densities for $\rho$. The prior standard deviation was divided by 5 in order to keep a reasonable scale on the graph. The actual prior is much less informative.

The posterior moments of the parameters of the two marginal models that are used to generate the pseudo-panel are displayed in Table 6. Inference results change between the two periods. In particular the influence of the variables sex, age and urban is weakly determined for the second period. Using a non-informative prior on $\rho$ would change slightly the posterior expectation of $\rho$ as indicated above, but would not change strongly the other regression parameters. We must note that a usual regression model for explaining the income-to-needs ratio would include many other covariates such as household size, dependency ratio, sources of income. However, these are not time invariant and because we are in a pseudo panel context, we cannot use these variables.

From this model, we can estimate the matrix of marginal probability transitions between the two states of poverty and non-poverty in the absence of a specific modelled effect of the wall. This result, as displayed in Table 7, is in a way comparable to what could be computed from the approach of Dang et al. (2014), except that we have normalised the transition matrix when they have not and that we have estimated $\rho$ while they have given only bounds. The probability of poverty entry is equal to 0.109 while the probability of poverty persistence is 0.319 which are both rather low values. This might be due to omitted variables. Of course the wall effect is not present in this marginal model, but are also missing the impact of other restrictive measures set up by the Israeli government, some examples of which were reported in the introduction. However, we are interested in measuring the difference in poverty dynamics between an hypothetical situation described by our marginal models and a situation where the wall is introduced. So the variables which are omitted both in Tables 6 and 8 should not impact too much the difference in poverty dynamics measured by $\gamma_1$ and $\gamma_2$. 
Table 6. Marginal models over the two periods.

<table>
<thead>
<tr>
<th>Regressors</th>
<th>2004 Mean</th>
<th>2004 SD</th>
<th>Ratio</th>
<th>2011 Mean</th>
<th>2011 SD</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.682</td>
<td>0.131</td>
<td>5.194</td>
<td>0.634</td>
<td>0.117</td>
<td>5.421</td>
</tr>
<tr>
<td>Sex</td>
<td>0.151</td>
<td>0.044</td>
<td>3.399</td>
<td>0.041</td>
<td>0.033</td>
<td>1.219</td>
</tr>
<tr>
<td>Age</td>
<td>−0.013</td>
<td>0.005</td>
<td>−2.423</td>
<td>−0.007</td>
<td>0.005</td>
<td>−1.461</td>
</tr>
<tr>
<td>Age2</td>
<td>0.014</td>
<td>0.005</td>
<td>2.600</td>
<td>0.009</td>
<td>0.004</td>
<td>2.098</td>
</tr>
<tr>
<td>Urban</td>
<td>0.080</td>
<td>0.027</td>
<td>2.961</td>
<td>0.037</td>
<td>0.024</td>
<td>1.511</td>
</tr>
<tr>
<td>Camp</td>
<td>−0.087</td>
<td>0.036</td>
<td>−2.401</td>
<td>−0.172</td>
<td>0.031</td>
<td>−5.601</td>
</tr>
<tr>
<td>Jerusalem</td>
<td>0.712</td>
<td>0.035</td>
<td>20.253</td>
<td>0.711</td>
<td>0.037</td>
<td>19.373</td>
</tr>
<tr>
<td>σ</td>
<td>0.519</td>
<td>0.008</td>
<td>61.670</td>
<td>0.542</td>
<td>0.007</td>
<td>76.531</td>
</tr>
<tr>
<td>ρ</td>
<td>0.399</td>
<td>0.0174</td>
<td>23.00</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

These results were obtained with the informative prior $E(\rho) = 0.50$ and $SD(\rho) = 0.50$ and a non-informative prior on the remaining parameters. Mean is the sample average of the draws, SD means standard deviation of the draws and Ratio is the mean divided by the SD.

Table 7. Implied marginal transition matrix.

<table>
<thead>
<tr>
<th></th>
<th>Poor S.d.</th>
<th>Non Poor S.d.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poor</td>
<td>0.319</td>
<td>0.681</td>
</tr>
<tr>
<td>Non Poor</td>
<td>0.109</td>
<td>0.891</td>
</tr>
</tbody>
</table>

The lines represent transition probabilities from state $i$ to state $j$, from period 1 to period 2. The second panel indicates the standard deviations.

Table 8. Conditional transition model with state dependence (wall effect) and an informative prior.

<table>
<thead>
<tr>
<th>Regressors</th>
<th>Mean</th>
<th>S.d.</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.609</td>
<td>0.119</td>
<td>5.129</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>−0.254</td>
<td>0.049</td>
<td>−5.132</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>0.109</td>
<td>0.024</td>
<td>4.492</td>
</tr>
<tr>
<td>Sex</td>
<td>0.035</td>
<td>0.033</td>
<td>1.036</td>
</tr>
<tr>
<td>Age</td>
<td>−0.006</td>
<td>0.005</td>
<td>−1.291</td>
</tr>
<tr>
<td>Age$^2$</td>
<td>0.008</td>
<td>0.004</td>
<td>1.910</td>
</tr>
<tr>
<td>Urban</td>
<td>0.023</td>
<td>0.025</td>
<td>0.922</td>
</tr>
<tr>
<td>Camp</td>
<td>−0.164</td>
<td>0.031</td>
<td>−5.271</td>
</tr>
<tr>
<td>Jerusalem</td>
<td>0.727</td>
<td>0.038</td>
<td>19.298</td>
</tr>
<tr>
<td>σ</td>
<td>0.537</td>
<td>0.007</td>
<td>74.066</td>
</tr>
</tbody>
</table>

These results were obtained with the informative prior $E(\rho) = 0.50$ and $SD(\rho) = 0.50$ and a non-informative prior on the remaining parameters. Mean is the sample average of the draws, S.d. means standard deviation of the draws and Ratio is the mean divided by the S.d.

5.2. State Dependence and Wall Effect

Let us now examine inference results for the transition model, which takes into account the influence of the wall and of state dependence. Results are displayed in Table 8. The state dependence effect, which corresponds to the wall effect while being in a poverty state in period 1, has a marked negative effect. The value of $\gamma_2$ is positive and strongly significant. Both are going to alter the probabilities of poverty persistence and poverty entry. The main determinants of poverty dynamics are being in a camp and living in Jerusalem, which are too opposed situations.

There are various types of endogeneity problems that could affect inference on $\gamma_1$ and $\gamma_2$, on top of the effect of omitted variables. First, the construction of the wall might have had a general equilibrium effect. However, a Keynesian effect focusing on the demand side seems more realistic for these areas that have almost no production and where consumption is mostly dependent on imports of Israeli goods. Production in areas located beside the wall is mostly for self-consumption. Second, a selection
bias could occur if the prospect of the construction of the wall had induced potentially affected people to move. However, the West Bank is a small area (around 5300 square km) which makes internal migration more costly than daily transportation, especially because we are taking into account only localities located in the inside of the West Bank side of the wall. Moreover, PCBS (2010) gives evidence that internal migration is minimal in the West Bank; only 24.4% of Palestinians have changed their place of residence in the previous 6 years (2004–2010). Among those who migrated only 3% had done that due to the wall’s construction or due to measures of the Israeli occupation forces.\footnote{We are grateful to a referee for pointing out the potential problems of endogeneity.}

In Table 9, we recall in the top panel the marginal probabilities of poverty entry and persistence as obtained from the two marginal models. The second panel provides the same quantities obtained using (36) and (37) using the estimated values of $\gamma_1$ and $\gamma_2$. In the bottom panel of Table 9, we compute the difference between the two types of probabilities which provides a measure of the impact of the Wall on poverty dynamics. Taking into account the wall has a large effect on poverty dynamics. For those who were already poor in period 1, the wall increases their probability of staying poor by 58 percentage points. For those who were not in poverty, the probability of entering into poverty during the second period is increased by 18 percentages points.

We have reproduced in Figure 2 the posterior densities of these probabilities, using plain lines. We compare these probabilities to those obtained under a non-informative prior on $\rho$, using dashed lines. With a non-informative prior on $\rho$, the differential in probability of poverty entry is slightly increased while the differential in poverty persistence is slightly decreased. However, these differences are mild. So the prior information we gave had a sizable influence on the posterior density of $\rho$, but not on the posterior density of poverty entry and persistence differentials.

Table 9. Wall effect on poverty dynamics.

<table>
<thead>
<tr>
<th>Effects</th>
<th>Mean</th>
<th>S.d.</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marginal Persistence</td>
<td>0.320</td>
<td>0.017</td>
<td>19.38</td>
</tr>
<tr>
<td>Marginal Entry</td>
<td>0.109</td>
<td>0.005</td>
<td>21.11</td>
</tr>
<tr>
<td>Conditional Persistence</td>
<td>0.897</td>
<td>0.026</td>
<td>34.91</td>
</tr>
<tr>
<td>Conditional Entry</td>
<td>0.287</td>
<td>0.007</td>
<td>43.10</td>
</tr>
<tr>
<td>Diff. in persistence</td>
<td>0.578</td>
<td>0.029</td>
<td>20.17</td>
</tr>
<tr>
<td>Diff. in entry</td>
<td>0.178</td>
<td>0.007</td>
<td>24.80</td>
</tr>
</tbody>
</table>

Figure 2. Posterior density of poverty persistence and poverty entry differentials due to the Wall.
5.3. Convergence Checks

Convergence of the Gibbs algorithm was checked for our evaluation of poverty persistence and poverty entry after the wall. We used normalised CUMSUM plots, used for instance in Bauwens and Lubrano (1998). Figure 3 shows that with only 2000 draws and 500 draws for warming up of the chain, we get already a good convergence for the final estimators, well within the 20% confidence band. In addition, for 10,000 as we used, convergence is more than satisfactory.

![CUMSUM graphs with 20% confidence bands for assessing Gibbs convergence using an informative prior.](image)

6. Conclusions

Governments have always been tempted to build walls to solve problems confronting them. The first historical example is the Great Wall of China, the building of which started three centuries B.C., soon followed by the Hadrian Wall in Scotland built by the Roman Emperor Hadrian. These walls were designed to keep others out of the frontiers. In the Twentieth century, the meaning of the Wall in Berlin was different, the aim being to keep people in. The destruction of this wall was synonymous
of freedom regained. Following Cohen (2006), the aim of the wall built by the Israeli government is to keep people both in and out. We can note that this wall is by no mean an exception in the world, witness the long list detailed in Vallet and David (2012a, 2012b) showing their exponential increase since the fall of Berlin wall. However, no other wall has been subject of so many emotional reactions as underlined by Cohen (2006). It is certainly because its route “harms Palestinians to a disproportionate degree.” However, the same author concludes his paper by the following sentence: “Perhaps then, in the context of a negotiated settlement between Israelis and Palestinians, it can join other famous walls in becoming obsolete.” This statement finds some grounds in the results of Longo et al. (2014) who exploited a natural experiment based on a 2009 policy toward the “easement” of checkpoints in the West Bank. They found, using a diff-in-diff approach that “easement” made the treated populations less likely to support violence.

We have shown empirically that the wall had a large impact on poverty dynamics in the West Bank. This result was obtained using pseudo panels and a Bayesian approach. The method we propose provides a coherent way of simulating unobserved values, stating the question in the framework of incomplete data problems. It resulted in a Gibbs sampler from which we could provide inference for two different types of probabilities concerning poverty entry and poverty persistence. These different types come from the distinction between a marginal model and a conditional model taking into account state dependence, or phrased differently taking or not into account the previous state of poverty. In our model, we allow the wall to have a different effect, depending if the household was poor or not during the previous period. We identified a clear different effect which allows us to evaluate how the dynamics of poverty was impacted by the wall. We have documented a rather weak effect of 1.50% using a simple diff-in-diff approach when examining stylised facts and no panel structure. With a much more elaborated model using pseudo panels, we could extract more precise information from our sample which led to measuring an increase of 18 percentage points for poverty entry and of 58 percentage points for poverty persistence. In addition, these results were quite robust to the specification of the prior used for \( \rho \). However, we must note that these results are dependent of important identification assumptions which are not testable. It would be interesting to have a true panel in order to be less constrained in the specification of the model in order to check the accuracy of our evaluation of the impact of the wall on poverty dynamics.
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**Appendix A. Variables in the Data Bases**

The data base provided by the Palestinian Central Bureau of Statistics contains a lot of variables, among which we have use those depicted in Table A1.
Table A1. Variables used for estimation.

<table>
<thead>
<tr>
<th>Name</th>
<th>Variable 2004</th>
<th>Variable 2011</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age of H: age</td>
<td></td>
<td>d5</td>
</tr>
<tr>
<td>Sex of H: sex</td>
<td></td>
<td>d4-1</td>
</tr>
<tr>
<td>Year school HH: yerschol1</td>
<td></td>
<td>d15</td>
</tr>
<tr>
<td>Rural: loc_type=2</td>
<td></td>
<td>lloc_type=2</td>
</tr>
<tr>
<td>Camp: loc_type=3</td>
<td></td>
<td>lloc_type=3</td>
</tr>
<tr>
<td>H size adults: adults</td>
<td></td>
<td>no_adults</td>
</tr>
<tr>
<td>H size: ir04_male+ir04_female</td>
<td></td>
<td>IR04_male+IR04_female</td>
</tr>
<tr>
<td>Wall impact: id13=2</td>
<td></td>
<td>id10=2</td>
</tr>
<tr>
<td>No Wall impact: id13=3</td>
<td></td>
<td>id10=3</td>
</tr>
<tr>
<td>Jerusalem: id13=0</td>
<td></td>
<td>id10=0</td>
</tr>
<tr>
<td>Cons adj H size: consj</td>
<td></td>
<td>consadj</td>
</tr>
<tr>
<td>Consumption: cons</td>
<td></td>
<td>T07_Const</td>
</tr>
<tr>
<td>Public water access: h12a=1</td>
<td></td>
<td>h9a=1 + h9a=2</td>
</tr>
<tr>
<td>Own agricultural land: i18=1</td>
<td></td>
<td>h24=1</td>
</tr>
</tbody>
</table>
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