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Abstract

Nonadiabatic mixed quantuolassical (NAMQC) dynamics methods form a class of
computationaltheoretical approaches in quantum chemistry, tailored to investigate the time
evolution of nonadiabatic phenomena in moleculessairthmolewlar assemblies. NAMQC is
characterized by gartition of the molecular system into two subsystems, one to lagette
guantummechanically (usually, but not restricted to electrons); and anothlee tiealt with
classically(nuclei). The two subsystems are connec¢tedughnonadiabatic couplings terms, to
enforcesef-consistencyA local approximation underligbe classical shsystem, implying that
direct dynamics can be simulated, without needingcpraputed potential energy surfacéhe
NA-MQC split allows reducing computational cosaabling the treatment of realistic molecular
systems in diverse fieldStating from the three most wedlstablished methodsmeanfield
Ehrenfest, trajectory surface hopping, and multgpwning, this review focuonthe NA-MQC
dynamics methodand programsleveloped in the lasényears. It stresses the relations between
approaches and their domains of applicatibme dectronic structure methods most commonly
used together with NAMQC dynamics are regivedas well. The accuracy and precision of NA
MQC simulations areritically discussed, and general guideine choose an adequatenethod

for each applicatioaredelivered.



1 Introduction

Photochemical and photophysical phenomena in molecslgsamoleallar assemblies,
and solids involve the time evolution of the electronic pdpariahrough a manifold of electronic
states. Modeling these processes requires considering the coupling between the nuclear and
electronic motions beyond the adiabatic regime. The high computational costs of such simulations
have led to the development different strategiesOn the one handi is possible to tackle the
problem fullyquantum mechanically but at reduced dimensionality by excludineting, for
instancethe electron dynamics mfrozennuclear frame or incorporating few nuclear modas.
the other hand, full dimensionality may be retained at the cost of splitting the system between a
set of degree of freedom to be treateltly quantum mechanically and anotlsatto be treated
classically. This second strategy is the basis oNirgadiabatic Mixed Quantw@lassical(NA-
MQC) dynamics gplored in this review.

NA-MQC dynamics is a gemal umbrella under which we may classify several different
approaches developed to deal with timeolved simulationsver the last forty years. Among
these approaches, we may inclti@dgectory surface hoppin@l' SH), meanfield EhrenfesfMFE),
mixed quatumclassical Liouville equation(QCLE)}® the mapping approachi® multiple
spawning (MS) %’ nonadiabatic Bohmian dynami¢®NABDY),%° and therecently proposed
coupledtrajectories mixed quantwmlassical (CT-MQC) method!® Naturally, as in any
classification, there is a degree of arbitrariness: should MS be still consi@reidd-MQC
approach, as it ultimately recovers the information on the nuclear wave patketdadly define
the NAMQC methods as those propagating theclei (or moregeneraly, slow particles)yia
classical trajectorie$Ve believe, however, that it is not producttedocus on sucla taxonomic
guestion In the interest of pragmatism, we instead assume some porous boundaries and discuss
methodsthat incorporate full dimensional treatment of electrons and nuclei, the inclusion of
nonadiabatictransitions, and some type of classical/quantum partittog. 1 schematically

illustrates the hierarchic relation between some ofkbg methods for nonadiabatic dynamics.

With this definitionin mind, we prepared this review focusing on methods, rather than on
applicationsNonethelessit would beyeta Homeric work tattempt tosurveyall classes of NA
MQC methods. For this reason, we have narrowed our ®eaisfurther to NAMQC methods

often used in conjunction with dire@r on-the-fly)* calculatiors of electronic structure properties



(in oppositon to methods that have been mgsipplied with model Hamiltonians)n the last
fifteen years or so, ethefly NA-MQC dynamicshas been pushintpe boundariesof excited
state computation chemistry, becomingentral tool for investigatingpractical problems in

diverse field$: 1215

In the sub-classof onthefly NA-MQC methodswe first examine the thremornerstone

approache3d mean field Ehrenfest, trajectosurfacehopping, and multiple spawning (Section

2.3). From them, we guide the reader through a myriad ofmethod that have ben developed,

especially in the last decade (Sec@nTheequations of motio(EOM) for themainmethods are

written ouf sharinga standardnotation to emphasiz the relations between them. The used

symbols are outlined jifable 1

Due to thenarrow focuswith few exceptionswe will not discuss methods related to
NABDY, QCLE, and themapping approachThe first class is reeived in Ref!®. An excellent
introduction to the latter twolassef methods can be found in Réf.ConcerningQCLE, we
also recommendref!® for details on themomentujump (MJ) QCLE and the generalized

guantum mster equatior{GQME) approaches.

Fig. 1 Schematic relatiohetween methods for nonadiabatic dynanfitarting from the exact nemelativistic time

depeandent Schrédinger equation (centleft), the full molecular problem may be solved either via a Béuang
expansion (as done in MCTDHan exact factorization (EF) of the molecueaveunction or propagation of the
density via Liouville equationsn the Born+ XDQJ EUDQFK 0&7'+ FRPELQHG ZLWK +HOOHUYV
packets (GWP) approach renders ¥hCG approximationwhich, in the limit of a coherenGWPs converges to

Multiple Spawning{MS).*° In the EF branch, a trajectory approximation of the nuclear wave packet leads to the CT
MQC method, in which trajectories are coupled by quantum forces. If these quantum fenceglacted, the method
reducedo the mean field Ehrenfe@FE) approacH? The connection between MFE and vMCG is discussed in Ref.

20 If instead of propagating the trajectories on an average potential energy surface, they are propagated on a single
surface which canbe stochasticallyexchangd by another, surface hoppii§SH) is recoveredn the third branch,

the quantum deiity is propagated via Liouville equations. Thexed-quantumclassical limitof the partial Wigner
trasformof the density gives rise to the quantatassical Liouville equations (QCLEjrom QCLE, assumingnique
trajectories, large nuclear velocitiesdanodifying the electronic density matrix leadsfewest switcheI SH2? If
oneassumes somesoft boundariedn the classificaton, the NAMQC methods may balentified with the methods

4



propagating the nuclei through classical trajectories, which includes multiple spawniMQCTEhrenfestQCLE,
and surface hopping-his chart presents some of timainapproache the field, but it is far from representing the
broadvariety of alternatives availabié.??

The importance thabnthefly NA-MQC dynamics has acquired icomputational
chemistry rests on how general it became thanks to interfaces between dynamics algorithms and
general electronic structure methods. We cover this relation as well, discussiteadhne
electronic sructure methods that have been employed forMAC simulations (Secti. At
this point, we prefer to assume a critical perspective, focusing our accountlionitdtens and

potential problems of each of these methods.

Table 1. Table of symbols recurrently used in the text.
Symbol Definition
) Molecular wavéunction
< Ik Electronic wavéunction
F Nuclea wavdunction
, M Slater determinant, molecular orbital, atomic orbi
Ck, Ak Electronic and nuclear timgependent coefficients
U Density matrix
Sik Wavefunctionoverlap

Molecular ancelectronic Hamiltonian
Nuclear and electronic kinetic energies

Cluster operator, excitation operator

Ee, Ex Electronic energy, adiabatemergy
X Potential
F,G Force, energy gradient

Time-derivative nonadiabatic coupling

Spinorbit coupling, radiatiommatter coupling

dik Nonadiabatic coupling vector
A, fik Transition dipole moment, oscillator strength
I,J, K, L Index for electronic statek;is the active state
D Indexof nuclei
N Index for trajectories of ensemble points
ihj;ab Indexes for occupied anthoccupiedorbitals
R, r Nuclear ancelectronic coordinates
v,P,M Nuclear velocity, momentum, and mass

Classical value and operator of observable

Time, decoherence time
Probability, distribution

0~
X




The development of timeesolved spectroscopy hesvolutionized the way we explore
chemical system&:26 The information delivered by these experimental methods, howsseals
to be deconvolutedvhich has raised the importance of computational chemistngofietical
simulations are nowital ingredients for the analysis of any advanced experimental skettaf
and NAMQC dynamics playsan importantrole for that, naturally providing timeesolved
information. In SectioEI we discuss how NAMQC dynamics has beenagsto simulate several

spectroscopic techniques directly.

With the popularization of the NMQC methods, several computational programs
dedicated to NAMQC dynamics (or having NMQC dynamics incorporated as an auxiliary
algorithm) have been developed aredleased in the last ten years or so. We are ourselves
developers of one of such programs, the Newdoplatform. In SectiorEI we survey these
implementations, bute already anticipate thgart of the review will be quickly outdated, given

the frenetic rate of new developments released nowadays.

NA-MQC dynamics comes atcost. Hundreds of thousands of CPU hours may be required
to simulate a single molecule. Res#eers have coped with such cost by both developing new
optimized techniques and downgrading theoretical levels. The price to pay for this second strategy

may be too high, leading to unacceptable loss of accuracy. This problem is discussed iﬂSection

As specialists in the field, developingrajor program platform for NAMQC dynamics
and applying these methods to investigate many different systeenbave accumulated an
experiene that we believe may be useful to shateoughouthe review, especially in Secti@
we lay down a series of recommendations on methods aceldanes. We hope they will be useful
not only forbeginnes in the field but also for experienced researchers, who rrayataate their
own choices. Naturally, these are educatedsbmewhatsubjective opinions. The reader will
always be warned when thssthe case.

2 Standard methods for NA -MQC dynamics

Three of the most traditional NMQC dynamics methods fareating nonadiabatic
phenomena are the MFE, SH, and M&ch of them tackles the nonadiabatic proceas @mtirely
different way either by averaging electronic states (MFE), hopping between states (TSH), or

spawning new basifunctionsto other states (MS). These methdus/e been discussed and
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reviewed indetailin Refs 1 2732 |n this section, we only dline thér main features, whictill

be useful to discuss the nel@velopmentshat have been recently proposed.

In common these three types of methods share a treatment of nuclear motion in terms of
classicaltrajectories(which in the case of MS are et as an auxiliary grid for a gatum
propagation of the nucleiAs a consequence, at each time step of a trajectory evolution, they
require computation of electronic quantities (potential energies, energy gradients, couplings, etc.)
for the classical pason of the nucle{local approximatiof. Such approximation hasanificant
impact on computational costs becauseqa@putedmultidimensional surfaces falectronic
coordinates are not required anymore. Instead, these methods may be implemented as to compute
these quantities ethe-fly duringthe trajectory integration. Naturally, the classical localization of
nuclei is also the drawback of these methodsthey fail to provide a description of quantum

phenomena depending on global featuligs (unneling, for instance).

2.1 Mean-Field Ehrenfest Dynamics

We start with théime-dependent Schrodinger equatiGrDSE)
1)

where ) is the total fonrelativisticc molecularwavedunction. The full Hamiltonian in this

eguation is taken as
)
where is the kinetic energy operator for the slow partidiesually nuclei) and is the

Hamiltonian for thefast particles (usuallybut notnecessaly only electrong®34).

In the mearfield approximation the molecularwavefunctionis factorized in terms of a
function of coordinates describing thdastparticles andh function of coordinateR describing

the slow particles®

3



where the phase factw

Fig. 2 Schematic illustrationf themearfield Ehrenfest (MFE)Xynamics. A trajectory is run on a surface averaged
over allelectronicstates weighted by their respective electronic population.

After replacingthis wavdunction Ansatz,Eq. (3), in Eq. (1), the TDCSE can be projected
in the fastcoordinates space and in the slowordinate spacéeading totwo coupled time

dependent equations for and . The classical limit ( ) of the equation for can be
easily showf? to be equivalent tol H Z W RdD4tigns forthe motion of each slow particle

(with classical coordinate and mass ) onthe average potential of th@stparticles

4)
where

©)
Thefast particlesin turn, evolve according to

(6)

where wehave made explicit the parametricp@@dence of the electronic wdarection a the

classical nuclear coordinai@or the complete derivation of Eqd) and(6), see Ret?b))



The classicagquation of motioEOM), Eq.(4), can be integrated wistandard methods,
as the velocity Verlet algorithd®. The quantum EOME(. (6), can be solved numerically along

the classical trajectories without a need of choosing basis funcidtesnatively, if the fast

particles correspond to eleatrs,thetime-dependent electronigavefunction canbe expanded

as a linear combination of electronic states

()

where  are electronic wavanctions for staté, with parametrical dependence on thesssical
nuclearcoordinates . If this multiconfigurational approaadls usedthe quantum EOMEQ.

(6)) is reduced t&

)
In this equation,
9)
and
(10)
In the last equation,
(11

is thenonadiabatic couplingNAC) vector and is theclassicahuclear velocityThe coefficients

define a density matrix whose diagonal terms are thepopulations and the off

diagonal terms are thecoherence
Still with the ex@nsion in Eq(7), the force acting on the nuclei is

(12)



Particular expressions for the force in the adiabatic and diabatic representations aregggen in
(29) and (30) of Ret’. The implementation of @econdorder Ehrenfest methodased on
CASSCE in which Hessian information is used to increase integration time stepsdaskeal
EOM, is discussed in Ré¥.

To summarize, in MFE, the system is propagated by simultaryesaisingthe quantum
EOM for the classical coordinage , Eq.(8), to obtain the matrix elements of andtheclassical

EOM, Eq.(4) with the average force in E(L2), to obtain . The nuclear motion on the averaged

potential energy surface is schematically illustratg@ign 2

Becauseof the averag description of thepotentia] MFE dynamics cannot represent
different physical situations found when a system leaves regions of strong MA@ever MFE
does not satisfy the principle of detailed balattc®which means that at equilibim a forward
process is not balanced by its reverse proCHEss.nclusion of quantum corrections through a
modified symmaeic coupling matrix element may produce &ohann distributions in the long
time limit.*>4! This approach, however, is restricted to propagation in the diabatic representation

The MFE approachwith emphasis on its more recentlticonfigurationalvanants, has been

recently revéwed in Ref? (see also Secti¢d.2.5. We further discuss the MFE approactthie

context of reatime singlereference methods in Sectiph®?.4and4.2.5

2.2 Trajectory Surface Hopping

In trajectory surface hoppingTSH), sometims also calledmolecular dynamics with
quantum transitiongMDQT),*? a swarm of classicand independeritajectories approximates
the evolution the nuclear wave packebleing onindividual Born-Oppenhemer (BO) surfaces.
Nonadiabatic transitions are considered using a stochastic algorithm to decide whether the system

will stay on the current electronic state or hopaotherone(Fig. 3.* Because of itsonceptual

simplicity andstraightforwardmplementationTSH islikely themost populaNA-MQC method.

10



Fig. 3 Schematicsliustration oftrajectorysurface hoppindTSH). An ensemble ofnidependent trajectories is
propagated m single BO surfaces. Random events allow trajectories to change the muafalyeat coupling regions

AlthoughTSH has been in use sindegetearlyl970s,t was only in 1990 that it gaindts
most famous formulation, thefewestswitchessurface hoppingalgorithm ESSH.*® In this
approach,the electronic timevolution is obtained vithe quantum EOM given ikq. (8) (the
same one used in MFB)yhile the nucleardynamicsfor eachnucleus Js propagatedn a single

BO potential energy surfad®ES of a state.
13

(In an adiabatic basis, issimplythe adiabatic energy .)

During the propagation, thanstantaneousprobability that the trajectory will
nonadiabatically hop from stalteto a statel is given by

(14

which in the adiabatic basis simplifies to

11



(19

Whether ehopping eventfrom L to J happens or not isstimatedy samplinga random number

([0,1]) and evaluatinghe following condition:

(16)

In addition to the inequalityl6), sone criterion forthe conservatiorof energy is also generally
imposed, usually by rescaliniget velocityafter the lopping inthe direction of the NAC vectdry

a value corresponding to tpetertial energy gap at the hopping tirfffeThe rescaling in the NAC
directions is motivated by the Pechukas force occurring duringahadabatictransition? 4>4¢

If NAC vectors are not available, the velociyy sometimes rescaled the direction of the
momentum which is an ad hoc procedure to grant energy conservation without further
justification If no scaling caenforce energy conservatiaghe hop event isotallowed(forbidden

or frustrated hop.3> For a discussion on how to treat the momentum in case of forbidden hops, see
Refl’, P.279-280, andreferences thereiin the method variant naméelwest swiches with time
uncertainty (FSTU), the Heisenbgruncertaintyprinciple is invoked to allow the classically

forbiddenhop to occur at a nearby geometty.

In practical terms, the integration thfe quantum and classid&aDMs(Eq. (8) and Eq(13)
) is not done with the same time steps. WhikeclassicalEOM requires time steps of about 0.1
to 0.5fs, the fast oscillations in thgguantum EOMequire much shorter steps, 0.005 to GD1f
energies, forces, amibnadiabaticoupling were to be computed at shorter steps as every 0.005
fs, NA-MQC dynamics would not be possildeeto the computational costs. Thus, commonly,
these electronic quantities aadculaedonly at the classical steps. The values usethfegration

of the quantum steps are given by interpolation between subsetpssntal steps.

Despite its success, FSSH isahhoctheory,not directly derived from first principles.
Subotnik and coworketsand later, Kapraf® have recentlgiscussethow FSSH can be connected

to QCLE; afirst-principle approach developsihcetheninetiesby Martens “°andKapral?2 and

12



more recently byvarkland'® In Ref?, it is shown that FSSidan beapproximatelyderived from

QCLE provided that twonajorconditions are satisfied: first, the nuclei should be mogungkly;
andsecondly, there are rexplicitinterferenceeffects between nuclear wave packets. In addition,
decoherence corrections based on forces differences must be considered as well, an element missed
in the FSSH formulation discussed abdsee Sectio@. The connectionof FSSH to QCLE

has also been applied to derive formal ways to evaliateatic populations and expectation

valuesfor aTSH propagated in adiabatic representatasnwell asto generate initial conditions

for an electronic state that is not an adiabatiwefunctionat time zerg?®

Different from MFE, FSSH in the adiabatic representation approximately satisfies the

principle of detailed balanc&>?

2.3 Multiple Spawning

The multiple spawningMS) method”’ expandsthe nuclear wavianction by Gaussian
functionsthatare propagatd as classical trajectorieB its exact formal frameworkyIS is also
knownasfull multiple spawningFMS). WhenMS is connected to a particukaliectronic structre

method, it is commonly calleab initio multiple spwning (AIMS).

In MS, the number of nuclear functiorfs ) is allowed to change througipawning

events to represent the bifurcation of the wave packet in regionsigsfificant nonadiabatic
couplings{Fig. §.5354 Historically, the first orthe-fly NA-MQC simulation based on aab initio
method was done with MS employing gealized valence bond (GVB) wafemctions> (One

year before, an ethe-fly TSH had been reported but based on a semiempirical mefhod.

13



Fig. 4 Schematic illustrationf multiple pawnirg (MS). A classicalrajectoryservesas the cemrfor a generalized
Gaussian wave packet. In the coupling region, new Gaussians may be created to explore other surfaces.

The derivation of MS starts from a BeHuang expansion of the total wduaction

17

The nuclear wave packet is written as a linear combination of multidimensional frozen

Gaussian functions  with time-dependentoefficients  and degrees of freedom

(18
where
(19

TheGaussiawidths () aretime-independenparametes,®’ thenuclear phase ( ) is propagated

semclassically® 58

(20

and the positioomomentum Gaussiareners ( and ) arepropagatealassically

(21)

Egs.(17) and (18) are inserted into the TDSE (E(L)), which is then prected on a

particular stateJ m), resulting inan EOM for

(22)
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where the ratrix elements are given by , , and

. The evaluation of the Hamiltonian matrix elementshis

bottleneck ofMS simulations.A zercorder saddle pointapproximation(SPA) is assumedo

calculate these integraid

(23

where is the centroid of the product of thenctions and . This approximation allows
calculating the required parametersthe-fly. The SPA is applied to compute adiabatic energies

and nonadiabatic couplings . Because both should be determined at the centroid

, it implies that additional electronic structure calculations should be done at each tirde step.

bra-ket approximatior(BAT), which only uses quantities computed af has beemproposedin

the zerot?® andfirst order?® to reduce these costs.

The most prominent feature of the MS approach is the spawning of new basis fulections
represent thewavefurction bifurcation after leaving the remn of significant nonadiabatic
coupling The spawninglgorithm is explained in details in R&f. At each time stepjonadiabatic

couplings (appearing within ) for all nuclear basis functiorere calculatedEach basis
function can spawn new Gaussiavisenregions withlargeeffectivecoupling (for
adiabatic representatioaye found Two parametets and , are defined tsetthe limits of

theregionof largeeffectivecoupling Thesegparameteraresystem dependent aade definedy

running test calculationé&s soon as , the parent basis function is classically propagated
(Egs.(21)) until the condition indicates the end of tHarge effective coupling region.

Then, a predefined number of basis functiorsvisnly spawned in this region (with one of them

necessaly at thepoint with largest ). In general, the new function is spawned on a different

potential energy surface, but it is also possible to spawn new functions on thelsatranic

surface to simulate tunnelifg.
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The spawning concepthas been the inspiration for other adaptive basis set approaches as

the ab initio multiple cloningoased onmulticonfigurational EhrenfestAIMC -MCE),®° which is

discussed irsection3.2.5

In contrast tol SH, MS solutions can converge to the exact solution if an infinite l@sis
considerechnd the matrix elements agatirdy computed® Their limitationsare associatedith

the truncation of the basis and the akthelocalapproximatiosin the evaluation of the integrals.

3 Recent advances in NA-MQCdynamics

3.1  Nonlocal effects in NAMQC

3.1.1 Incorporating Decoherence

The propagation of the sefdliassical TDSE (E(8)) in MFE or TSH isentirdy coherent.

This means that thedectronic coherencéstheoff-diagonal terms of the density matrix

2 do not vanish during the dynamics. This peshlhadong been recognizéé ¢*%2 and has been

the central focus of developmentsNiA-MQC methods since theit. affects MFE and TSH, but

not MS, whichadequatly addresses ifThe decoherence problem has been recently reviewed by
Subotniket al.in Ref.2°,

When the FSSH was proposed, it was thoulgat the stochaie nature of the algorithm,
with each independent trajectdrgppingata differentpoint in the phasspacewould be enough
to enforce decoherence ovbe average of the trajectori®d\Nevertheless, this stochastic effect is
not sufficienf® and theovercoherencdeavescleareffects on TSH results, @®r instancein the

form of substantialdivergences between the average¢hef electronic populations and

thenumber  of trajectoriesn each stat&*®° In other words, the equality

(24)

which expresses thaternal consistencegf the algorithm, is not usually satisfiethus, kecause
of the overcoherencethe nonadiabatic distribution of theajectories deteriorageafter passing

multiple timesthrough regions of sigficant nonadiabatic coupling$.Decoherence corrections
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have been shown to be essential to ren@diable surface hopping dynamiés.In more
fundamental termsOuyang and Subotnik have showmatt decoherence correctiosst the

Poincaré recurrence time to infiyy increasing the FSSH accuray(In a different context,

Bastidaet al.have derived hopping algorithms constrainesatiisfyEq. (24)°%, see SectidB.2.3)

Theovercoherencés a direct effect of the nuclear localiiat at theclassicalcoordinates.
When the nuclear wave packet separatadifferent states after crossing a regafrsignificant
nonadiabatic couplings, their overlap and the nondiagonal terms of the density matrix should
quickly vanish This does not bppen inMFE or TSH where the amplitudes of the ghost states (

with ) are propagatediong the same classical trajectopmputed fothe activestateL.

Theovercoherencean also be understood @asequencef a lack of correlation in enean field

approact?®

Severalad hocschemes havieeen proposetb include decoherence in each independent
trajectory(seeRefs?® ®®and referencethereir). Themost straightforwardreatment is to assume
that decoherence is instantaneous and resetahefunctionto

(29

whenever a hop to state happeng® The instantaneous decehence(ID) approach has been
evaluated in Ref® where Nelsort al.show that it does not lead to internal consistefcy (24)

). The ID wavefunctionre-sdting in Eqg. (25) is on the basis of more involved methods, as the
augmentedrSSH (AFSSH! and thedecoherencénducedSH (DISH)/273

Zhu, Truhlar and co-workers have pioneered in the development eriergybased
decoherence correctioffEDC), proposing a series decayof-mixing (DM) approaches for MFE
and TSH’#7® An approximatedersion of thenonlineardDM (SDM for simplified decapf mixing
approach developed I§ranucci and Persiébfor TSH has become extremely popular duéso
simplicity, low computational cost, arttie ability to enforceinternal consistencyEq. (24)). In

this approachat each time stegfter integrating the sertlassical TDSE, the coefficients are

corrected according to
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(26)

In these equationsl. is the active state and the decoherence time is given by the

phenomenological equation

(27)

where is the potential energy of state s the classial kinetic energy of thauclei.C and

are parametes whose recommended values are 1 @ridHartree respectively* With such
values the decoherence tinfier a eV energy gap and-&V kinetic energy is approximatelyfd
Nelsonet al® have benchmarked theffects ofthe SDM (and of theoriginal nonlinearDM)

corrections tar' SH, and tested the dependence onttheparametes.

While the decoherence time in Hg7) arose from a phenomenological analysis, a more
formal derivation from the overlap evolution of frozen Gaussian wave packets have shown that

thistime should be proportional to the difference between the forces in different®tiages,

(29)

Such insight has given rise to a serieowdrlapbased decoherenarrections(ODC), which
arebased orapproximatecestimates ofvave packetoverlap decayGranucci and Persic8 for
instance have proposedreODC approach dependent on two parametersywe packetwidth

andthe minimum overlap threshold.

The AFSSHalgorithm I[URP 6 X E R W Q inNufirV pdphBaxeSn auxiliary set of
coadinates to estimate the overlapcdg without any open parameté?s®® 7’ Supposing that
decoherence events can be described by a Poisson process, a stochastic algorithm is invoked to

destroy the coherenoé a specific statéin favor of the active stale according to
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(29

The A-FSSH method issignificantly more expensivahan the traditional FSSH and recent
modifications have been proposedspeed up these calculatidhsA new developmennamed
simultaneous=SSH (SFSSH), improves the description of the decoherence whihexplicit
propagation of wave packet widtHsTransiton rates for a ondimensional spitboson model are
benchmarked with AASSH and FSH against Marcus rates in Réf.

This class of ODC approaches hasrmgeneralized by Gao and Thiglwho derived a
nortHermitian equationof-motion (nH-EOM) approachfor the full density matrixevolution
stating from the BorAHuang expansion for th@olecularwaveunction (Eq.(17)) and adopting
a polarform for the nucleawavefunction In this way, a dissipative termesponsible for
decoherence angroportional to the quantum nuclear momentum is naturally introduced in the
TDSE The quagllassical limit of this method can be obtained with frozen Gaussian functions and
treaked in the frame of surface hoppindHSH). A similar approach has been derived by Ha, Lee

and Min based on an independéajectory approximation of the exact factorizatfdn.

A decoherence time in the form of EQ8) hasalso beemsed in norfODC approachefr
NA-MQC as well, like thecoherence penalty function@@PF) for MFE® andDISH.”? In the case

of CPF, anewtermproportional to s includedn the Hamiltonianpenalizing development of

coherencedISH, on its turn, innovates by usingatderence as theop criterion.

Themethods reviewed in this section rely onitiiependent trajectorgpproximation and
aim at corredhg theovercoherencm individual trajectories. Théecoherencproblem, however,
can alsobe addressed at the ensemble level, through cottpdgectorymethods This class of
methods will be discussed la{&ection3.2.4.

3.1.2 Incorporating Tunnelling

One of the main challenges f&MA-MQC simulations is the treatment of quantum

phenomena beyond nonadiabatic effetitsparticular, ncluding tunnelinghas proved to be a
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challenging task. Because of their high computational cost and lack of generality, none of the

existing algorithms is stiin routineuse.

In the context oS, tunnelingis consideredy spawning new functits in the same
electronic staté® The particlesre identifiedastunneling,donors andacceptorsand their identity
can change during the simulations. Thenelingvectors (for all doneacceptor combinations)
are definedbptimizing the system to their local minim@unnelingthresholds rinimum donor
acceptor distance) allow detecting whennelingevents can occur in analogy to the spawning
threshold while the direction of tunneling idefined using a straigiine path.When a turning
point is found the basis functionsare displacedalong the tunnel path. Details of the

implementation and applications can be found in Ref$

A method inspiredy theMS, theab initio multiple cloning(AIMC) approach{see Section

3.2.9, considers an Ehrést wavéunction with the nuclear part described by a Gaussiaerent

state®® 8 Two configurationsare generatetb describe the bifurcation of the wave packet in the
regions of strong nonadiabatic coupling@his cloning approach was recently extended to describe

tunnelingof hydrogen atomswith thecloningat the turning points of the potential barfiér

7UXKODUTV JUR X®ySabt&nstRavtsl amd<reire events in NWMQC.83 The
recent version of the algorithrthe army antstunnelingmethod allows exploring regions of the
phase space reached only toyineling®* It has beergeneralked for its use in nonadiabatic
dynamic simulations in particular with Ehrenfest method, but in priaaph be extended to
TSH2® Thetunnelirg coordinate (or a combination of two) is defined usimgrnal coordinates
beforehandSo calculations need to Ipeecededby careful exploration of the PES. An initial
ensemble of trajectorids chosenand the probability ofunnelingis calculatedvhen a turning

pointis reacheaccording taa WentzelKramersBrillouin approximation (WKB)
(30

In this equation, is the distance in ismertial coordinategscaled to a reduced ma#ggat with

respect to the starting point along the tunneling path  is the length of the tunneling path
is themean(adabaticor diabatic)PES.The rate of change of thmeffidents (EQ. (8))

during the tunneling path are given as
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(31

A probabilistic algorithms used to decide whether the system will tunnel or not. The population
of the trajectoriess modulatedaccordingo the tunneling probabilityDetails of these algorithms

can be found ilRefs8485,

The potential of thearmy antstunnelinghasbeen showrin a recent study for phenol
photodissociatio dynamics considering the combined effect of coheredeepherenceand
multidimensionaltunneling These simulations show the bimodal natof the kinetic energy
spectre®

Methods based on path @gfral formulation, such asng-polymer molecular dynamics
(RPMD),®’ taking into account quantutyehaviorof quantum particlesan include the effect of
zeropoint vibrational energy antlnneling Recent implementations of these methods with
Ehrenfest andSH schemes for the electronic represent an alternative for the treatment of such

quantum effectsas discussed beldt#®*

In RPMD, quantum particles are mapped onto a closed flexible polgmErbeads,
profiting from an isomorphism betwedéme quantumstatistical problem formulated in terms of a
discretized version oFeynmans path integral and classicalproblem.RPMD is derived for
equilibrium processes, its use for requilibrium processes such as excited stigt@amics,is
donead hoc Sushkov, Li, and TulR? developed a nonadiabatic version of RPMD in the frame of
FSSH(RPSH) In their approach, the ring polymer is interpretecdmsffectivemoleculemoving
on an effectivepotential energy surfaceoupledby NACs. With such formulation, they have
proposed two different models for an effective semiclassical TDSH&Bgwhich is employed
for FSSH. The method is aimed at the treatment of systems with quantum arulassiaal
degrees ofreedomand wasspecifically testedor computation of reaction rates walsignificant

contribution of tunneling.

Lu and Zho® have developed a coeptually different version of RPMD with TSH named
path integral molecular dynamics with surface hopgiRtMD-SH). While in the RPSH the ring
is treated as a molecule (each bead is an atom) that moves on a single potential energy surface, in

the PIMD-SH, each bead may occupy a different state, directly related tactii@lelectronic
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states. The aim of the PIMBH method has been to sample equilibrium distributions to compute

thermal averages for observables.

In Ref8, Tavernelli derives aonadiabaticBohmian trajetory-based quantum dynamics
(NABDY), whichcantreattunneling problemdn this approach, thiajectories evolveinder the
action of adiabatic and nonadiabajicantum potentialsiependent on the other trajectorighjch

make the dynamics exactpninciple

3.2 Newapproaches to NAMQC

3.2.1 Dynamics near intersectiosn

The nonadiabatic couplingatrixin Eq.(10) can be written as

(32

where is the adiabatic potential energy of sthtBear state crossings ( ), the copling
diverges producing steg cusp In practical terms, the actual intersection ( ) 2 where the

couplingdiverges and the calculation of hopping probabilities breaks déuga rare event, and
usually does ngbosea problem for most of the trajectoridéevertheless, the steep shape of the
nonadiabatic couplinghay be missed during the trajectory propagation, if the time steps are too
large(Fig. 5.2 Take, for instance, theselts for CNH* from Ref®. Theyshow thathe NAC is

significant in a narrow range of about 0.1 rad around the twisted geo@eten that the excited
state torsional period for this molecule is about 40 fs, stronglicgs are restricted to a time
window of about 0.6 fs, which is of the same ordgthe time steys typically employed for the
integration of LHZWRQTV HT XML RQV

This problemis even maximized isupramolecular assemblies, where the high density of

states causes many state crossings due to localized adiabatic states lying in monomers far away in

the space, and, therefore, not contributing to the electron dynamics. This type of crossing has been

caledtrivial or unavoided crossing¥ In trivial crossings, the NAC shanan even sharper peak

than usual, which in terms of dynamics translatesangabstantialtime localizationthat may be
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easily missed during numerical integratids a result arifactsmay occur due t@animproper

change ofliabaticcharacter of the dive state.

Fig. 5 Schematic illustration of the adiabatic energies and nonadiabatic couplings (NAC) as a functionlaof time.
a weakcouplingregion (right side), the width of the nonadiabatic coupling peak may be of the aaimeof the
integrationtime step, ~0.5s.

To properly deal with NAC localization may requireducingtime steps, turning the
computational costs prohibitivéAlternatively, this problem has bedrandledwith different
strategiesin the context of AIMS, a method to adaptively agige the time stepgaspropose
by Levine and cavorkers.This algorithmkeeys track of overlapsbetween the wavenctions of
two consecutive time steps at a reasonable computational®c®ptirkel and Thiéf also
developed anadaptivestep algorithm for TSH, which propagates the trajectories with
conventionaltime steps, but kesprack of energy conservation and orbital overlaps. When certain
thresholds are surpassed, the integration takes onbatk@nd it is repeatedith shorter time
steps. Such adaptive step algorithimprovenot only the dscription of thecoupling but also

minimizes instabilities caused by orbital rotations in multiconfigurational spaces.

Another strategy to deal with NAC cusps wasgmsed by Granucci and Perstéayho
implemented docal diabatizationalgorithm for TSH (LBDSH). In LD-SH, the timedependent

coefficients are not obtained by integrating ), but througha unitarytransformation
(33

where is an adiabatieto-diabatic transformation matrix obtained for the diabatizatmmdition

. This condition implies that only NA@rojections along the directioof the nuclear
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velocities are required to be null (see Ef0)), which renders thdocal character to the

diabatizationln Ref"’, it is shown thathe ~ matrix elements can be convenigribtained from
the wavéunction overlaps . The matrix in Eq.(33) isasimple

function of the energies and diabatic Hamiltonian, whiclobsainedfrom . Note that the
diabatization is used only to propagate E2B), but the coefficientg are still definedon an
adiabatidhasis and the FSSH is done in this representatiame additional advantage of the LD

SH method is that it does not require explicit computation of NACSs, as their inforrsiosady
contained inT. Taking a LandaZener model as the standaRlasseret al®® showed that for
weakly coupled states, -BH produces accurate results with time steps ten times larger than those

needed to integratéq. (8) with the same accuracy.

Tretiak{ V J LhRsXaBs0 developed an algorithm deal with trivial crossing® Their
methodology keeps track of the overlap between electronic states in consecutive time steps (the

same overlap functions mentioned above). If theverlap exceeds a certain threshold, the

crossing is considerddvial, and the hop takes place with unity probability.

The computation of theouplings using thenorm-preserving interpolatio(NPI)

approach from Meek aricevine'® has been shown to account favital crossings as well. More

details on this method are given in Se

Wang and Prezhd¥ proposed @elfconsistencySC) check that may account for trivial
crossings bysimply correcting the hopping probabilitie®y constuction, the full FSSH

probability from the active stateinto anystateat a particulartime shouldbe*

(34

Therefore, ifthe coefficients (or the densityl) can be propagated accuratelyaodiabatidasis,

then can be computed by finite differences and compared to the sum of the actual hopping
probabilities in Eq. (15) arising from the integration d&q. (8). If a divergence

between these probabilities is detectedignalsthe occurrenceof a trivial crossing. In this case,

the probability for the statewith the smallest energy gaplias replaed by
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(39

Ref% claims that thisSSGFSSH algorithnfixes the problem with trivial cssings leading to

significantcomputational time savings.

3.2.2 Niche methods

One of the reasons for the immense success of the standakiQTAmethods is their
generality. Different from mangreviousnonadiabatic transition modelsatexplicitly dependn
detils of the systems, as the specific topographthe crossing regiot’! MFE, TSH, and MS
require only the definition of the molecular system. There are, however, new problems for which
the standard methods are eatirdy tailored to deal with, but they still work as a general frame

for new developments aimed at particularhes.

An example is thandependentelectron SH (IESH) devlped by Shenvi, Roy, and
Tully9%19%4t0 tacklethe vibrational relaxation of a molecule adsorbed on a metal surface. Such a
process occurs vie creationof multiple electrorhole pairdgn a continuum of electronic states.
The IESH approaches this problem fmppagating singkelectron Familtoniansfor each non
interacting electromn the metal surfac@ssembled as a single Slater determirramgbnvenient
simplification is that nnadiabatic couplirgjare computed a& sum of onelectron terra. With

these approximations, the density matrigakulaed and FSSH evaluated.

Another niche that has be#refocusof several methodological innovations is targe

transfer between molecul@sthin largemolecular assemblieés discussed in Seon(3.2.] the

high density of states in such systems leads to problems with trivial crossings between states with
electronic densitiespatiallyfar away from edt other. Wang and Beljonne proposed frexible

SH algorithm (FSH), where TSH is applied only to a subsystem dafaqulals around the charge
excess® The algorithm monitors the charge propagation to readi@pstibsystem as needed.
Analogous subsystem separations are also used in TSH based on QM/MM electronic structure, to

avoid unplysical energy transfers betwettre active site and the environméfit.

Still to deal with charge transfer in saptolecular assemblieSpencer and coworkéf$
developed thefragment orbitalbased SH (FOBSH). In this method, the timgependent

electroniovavdunction(Eq. (7)) iswrittenas linear combinations of sitecalized wavefunctions.
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These wavefunctions are obtained fremgly occpied molecularorbitals (SOMO) calculated
for the isolated molecules. NAGre compted between th8OMOsand used to ppagate the
density matrix, allowing direct application 68SSH. Akimov has also developed a fragment
molecular orbital approach in connection to T8HThe method, based oa tight-binding

extended Huckel heoryand MSSH (see Sectig$2.3, has been applied to investigate systems

with over 600 atoms for ps.

Working on model HamiltonianslammesSchiffer and ceworkers have developed&H
methodology to studproton-coupled electronranger (PCET) reactions in diverse media, such
as solutions and interfaces with semiconductor®: 091! Their approach stands out from
conventional TSHppications by the treatment of the transferrimgpton among the fast particles.
Thus, the nonadiabatic/adiabatic branching of the process, with the proton answerieg to th
environmenf] Muctuations to be guided to its final quantum state, can be simulated.

3.2.3 Alternatives to fewesswitches probability

Althoughthe FSSH algorithfif has beemmlmost univerally adopted as thstandardvay
to obtain hoping probabilities, there argeverahlternatives to deal with specific problerSsock
andThosspointed out that it is possible tlistinguishthree classes of surface hopping methidds.
The first one,the quantumclassical Liouvile equation(QCL) approach, comprises methods in
which the partial Wigner transformed density operator in the adiabatic representation is propagated
by the QuantunrClassical Liouville equatiof® & 112The density evolution is written in terms of
trajectories, which can switch to different adiabatic (and to averages of adiabatic) states, thanks to

the nonadiabatic coupling term appearing in one otemasof the QCL operator. We alrdg

mentioned in Sectigd.2that QCLE approachdmvebeen used to approximately derive FS&H.

48 A recent method in this clasthe consensus surface hoppi@SH) proposed by Martetids

discussed in moréetailin Section3.2.4

The second class of surface hopping methods,s#miclassicalapproach, includes
methods in which the state tramsit is modeled by probabilities derived from the WKB
semiclassicalvavefunction Ansatz'*117 as the LandaZener probability for instancé®'?° In
contrasto FSSH probabilities (Eq14)), whichare instantaneous probabilities computed at each

time step dung the trajectory propagatiomethods irnthe semilassicalclassfollow an entirely
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different philosophy.They predict transition probabilitieglobally after the system leaves the
nonadiabat coupling interaction mgion or the energy gap reaches a minimtffiMloreover, as
this class ofmethodsdoes not require propagation of the TDSE, it does not suffeom
decoherence problems$:

In the case of LandaZiener TSH in adiabatic representatiacpnvenient way to treat the

hopping probability isvriting it as?+122

(36)

where is the adiabatic energy gap between statendJ evaluated at the tim#& when it

reaches its minimumalue Note that in this formulation of the Landaiener probability the

calculation of couplings is not necessary.

LandauZener theory breaks down when the collision energy becomes equal to the crossing
energy. In th&hu-Nakamurasemiclassicatheory,'23this problem is overcome by computing the
hoppingprobability as

(37

wherea and b are functions of the diabatic forces on the two surfattes diabatic coupling

between them, and the kinetic energy of the nuclei (se&'®ef. explicit formulas).

Historically,semtclassicabprobability methods were developed first, as a diredicgimon
of perturbation theor§P* A recent benchmark comparing FSSH and-Rlakamural SH for cis-
trans azobenzene photoisomerizatigimowed that both methods Meequivalentresultst?’
Benchmark comparison between FSSH and Laiztdmer TSH for awo-dimensions/threstates
model system alscevealed a good agreement between the two methAédSuch agreemerin
both casess not completely surprising, as the crossing regions in these examples can be well

represented by the linearossingtopographyfor which the LandaiZener modelwas derived.
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Nevertheless, assemclassical probabilities areusually derived for specific crossing

topographies®! theymaynot be entirdy adequate tbe employed in general NMQC methods.

Thethird class of surface hopping, theastclassicalapproachincludes methods in which
the state transitioprobabilityis modeledby a local approximation of the TDSE*'?” as in the

FSSH itselfRecent methodological extensions to account for-tie@adentfields and spirorbit

couplings fallwithin this category?¢1?° They are discussed Bection|3.3

Still in this latter classBastidaet al®® derived two hopping prolbdity modelsto fulfill
internal consistency (Ed24)). The first model is based onollective probabilities (CP) and

depends on the fraction of trajectories in the initial and target states, moving bigond

independent trajectory approximati¢Bection3.2.4. The secondnodel, namedndependent

probabilities(IP) algorithm, imposes internal consistency for independent trajectories, leading to

the hopping probability
(38)

They shoved however, thathe IP algorithm is computationally inefficient, requiring a large
number of trajectories to converddore recently, Akimowet al1°rederived the IPlgorithm in
the context of Markovian processes in thdarkov State Surface HoppiriyISSH). The MSSH
(or IP) approach has been shown to outperform FSSH for a-gtate superexchange model
(involving probability transfer between natirectly coupled stat@sdelivering probabilitiesin

better agreement with the exact restifs.

Wang Trivedi, and Prezhdd' developed thglobal fluxSH (GFSH), which differs from
the standard FSSH only in the way the probability is computed. Instead of us{ig)Em GFSH

the states are spiimto two groups, those in which the population increased betiveernime

steps(group A with ) and those in which the population reduced
(group B, ). Then, the population flow balance between the two groups stefining

the hopping probability from the active statbelonging to group A to a g&in group B as

(39
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The GFSH waslsoformulated tosimulatesuperexchanggphenomena, as it occurs in singlet

fission and Auger processes

3.2.4 Coupled trajectories

The independent trajectorgpproximation has been fundamertathe success of TSH
and MFE, allowing for their computational efficiency arstraichtforward onthefly

implementation. This approximation, however, is the reason of some of the main handicaps of

these methods, as tlowercoherenceliscussed in SectigB.1.1] Several aorithmsto coupled

trajectories but still in the frame oh-the-fly propagation have been developed. An example is
the coupled probabilitiesalgorithm (CP)from Bastidaet al.®® in which hopping probabilities

explicitly depend on the fraction of trajectories in each statforcing internatonsstency

Thesecondquantized surface hoppif§QUASH)3?is a multitrajectory versiomf TSH,
allowing energy transfer between trajectories, but requiring energy conservation at the ensemble
level. In this way, itaims at emulating wave packet propagationhe SQUASH formalism is
completely analogous to that oFSSH but generalizé to an N-paricles (or trajeatries)
formulation, each one following an independent semiclassical TDIBE, hoping probabilities

(Eq.(14)) are not computed using theual coefficients for the electronic staté of trajectory
n but using N-trajectory coefficients for a state Jdefined bythe state

occupatios of all trajectories . Thelocal TDSE in SQUASH differs from that in

Eq. (8) by considering e nuclear kinetic energy terrstrictly speaking, SQUASH is not a
coupledtrajectory method, as each trajectory is still propagated independéenigrtheless, there
is a flow of information betweetrajectories first, because of thdl-trajectory character of the
statesand second, bcause the energie§theN-trajectorystaes are used to deleiabout thenop

rejectionand momentum rescalingor a singletrajectorystate SQUASH reduces to conventional

FSSH.Some effects beyond FSSH are already recovered atdheajectorystates level 33

Another method defining the hoping based on the trajectory etsestheconsensus
surface hoppingCSH) proposed by Marteri8In CSH, phase spag®pulationsand coherences

are employed to propagate a gsktoupled equations for theixed-quantumclassicalimit of the
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Liouville equation(QCLE).* The state occupied kg certaintrajectory at time is stochastically

updated between time steps according to the probability

(40

This expression for the adiabatic representation is analogous to thegf&@sihility (Eq. (15))
but with thecritical difference that th@opulatiors and coherence at the classical phase space

point are computed as a nresalue over alN trajectoriesFor this reasn, all trajectories

are effectivdy coupled to each other. As in SQUASH, no energy conservation is imposed for
individual trajectories, as it should be conserved only for the ensemble. Moreover, no decoherence

correction is needed, as the evolution ofdbkerencess explicitly accountedor.

The usual approach wplving the TDSE for the full molecular systems starts from the
Born-Huang expansin of the total molecular waftenction given in Eq(17).1** Abedi, Maitra,
and Gross haveproposed instead a new time-dependentformalism denominatedexact
factorization(EF)***¢ % DVH G R Q + X Q W HiroefiMepEhtleNt c€g’ el ptoved that

the total wavefunction of a molecwtanbe exactly factorized as

(41)
where satisfies the partial normalization condition

(42)
(Nuclear V and electronic s spin coordinates arexplicitly indicated.) can be

interpreted as a conditional probability parametrically depending on the nuclear coordinates
while is a marginal probability for #hnuclear coordinates. The wéawections in Eq.
(41) are unique within a phaskependent component and can also be identified as the nuclear

and electronic ( ) wavdunctions. Within the EF framework, nuclei and electrons can be

propagated quantum mechanically by a set of coupled equationsdad , whose equatiors

of-motion dependna time-dependent potential ergy surfac TDPES) and on a timdependent

potential vector.
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The EF provides a framework #malye the nucleaelectron coupling withirstatic and
dynamical approachg€®!*3 allowing the defiition of newNA-MQC dynamicsmethods:*414°
This is the case of the recently developedpledtrajectory MQC (CT-MQC),10: 146148 \yhijch
shares some similarities with the traditional Ehrenfest methiadting from the expansion in the
adiabatic states of the electrom@avefunctiongiven by Eq.(7), the equatiorof-motion for the

time-dependent coefficients becomes
(43

where is given by the standard MRfuantumeOM (Eq.(8)) and is a correction coming

from the EF modelvhich dgoends on the quantum moment@r{see Eq. S17 of thBupporting
Information of Ref* for the definition of this quantityand on he adiabatic impulsé (

). The forceactingon the nuclei are analogously written as
(44)

where is the meaffield force given by Eq(12) and is the EF correction, also dependent
on Q andf. A core feature of the GMQC method is that the evaluation of the quantum
momentumQ along a trajectory depends on the nuclear positions in all other trajectories at the

same ime stept°

Gorshkov Tretiak, and Mozyrsky have developedamiclassicaMonte Carlo (SCMC)
approach, whiclpostprocessa conventionallSH result to obtain fully correlated resuit8 In
their method,they first use apath integralformalism to get an expression to the nuclear
wavedunctions (braspecificelectronic state) in powers nbnadiabaticouplings.This procedure
results in a&convolutedgeneral formuldor theprobability of the electrons occupygaven state at
timet. This probability, corresponding sgodoublepath integral in th subspace of electronic states,
is then computed by using a conventional TSH simulation to sample the space for a Monte Carlo
integration. Although the SCMC methodopens new perspectives for hitgvel NA-MQC
dynamics, it is still unpractical due to its high computational costs, being restricted so far to tests
on model systemsmplementation of orthe-fly branching of the wavepackét8is the first step
toward reducing the undgnmg numerical effort in the SCMC appida
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3.2.5 Trajectory-guided Gaussian methods

Trajectoryguided Gaussian methoftsm a classof methodgshat model the nuclear wave
packet time evolution by frozen Gaussians centereldsdicatrajectories Such methasremount
to the works of HelléP!and those of Herman aikduk?® on semiclassical frozen Gaussians in the
early 1980sTheir advantage in comparisonttee full quantum propagation of the nuclear wave
packet®?1%3 s that due to theconstraintto follow aclassicaltrajectory (whichat each time step
is only ahyper point in the phase space), they can be adapted ithesity protocols, not
necessarily requiring preomputed potential energy surfaces.

A series of methods have adopted the trajeegoiigled Gaussiaooncept as atrategyto

collect information on decohenceto correct NAMQC dynamics This is the case dlieoverlap

based decoherence correct®DC) methods discussed in Secti®i.l These methods, however,

do ot truly propagate the nuclei as Gaussian wave pachkrisinstead useshortterm auxiliary
expansionso estimate the overlap dissipatioetween trajectories evolvinig different electronic

states

Among the methods in which nuclei aeally propagated by trajectoryuided Gaussians,

the most welknownis the multiple spawning (M) discussed in Secti¢h3

Recent developments in this class of methods indluelMulticonfigurational Ehrenfest
(MCE),*® %% where the molecular wavefuncion Ansatz is generalized from the single
configuration given b¥eq. (3), into a linear combination of configuratiaMdCE is closely related
to MS 14 The molecular wavenction isalsoexpanded on a sejectory basis functionTBF)
composed of electronic and nuclear parts. The nuclear pamsites as generaed Gaussians.
Nevertheless, different from MS, in which Gaussian centers are propagated on a single potential
energy surface, in MCE, they are propagated amearfield. The compasgon between MCE and
decoherenceorrected TSH suggestsat MCE can naturally account for decoheretfce.

A new development of MCE nameab initio multiple cloning(AIMC-MCE)® includes
the cloning of Ehrenfest configurations into two, one of which is then guided by a single PES,
while the other is guided by thmeanfield force for the remaining states. With such cloning
procedure, the method can describe the bifuncatfothe wav@inction after leaving thetrong

nonadiabatic coupling region and tunnelfg.
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Other Gaussiarguided methosl are the KondorskiyNakamuramode|*®® the quantum
trajectories on Gaussian basifQTGB)®%'>" and the semiclassicalMonteCarlo (SCMC)
approacht*® The former mergethe Kluk-Hermansemiclassical frozerGaussiamethodwith the
Zhu-Nakamuratheory ofnonadiabatic transitionsee Sectio@ for information on the Zhu

Nakamura method)QTGB employs Gaussiaguided quantumtrajectories to overcome the
limitations of computing the quantum potemtin Bohmian dynamicsSCMC is discussed in
Section3.2.4

A compeling framework for the trajectorguided Gaussian methods has been provided
by the Gaussiarbased multiconfigurational timéepemient Hartree(G-MCTDH) approach>8
The full MCTDH method®?'®2 can, in principle, provide the exact fgjlantum mechscal
nonadiabatiavave packet propagation of a molecular systéth Nr nuclear degrees of freedom
It is based on enulticonfigurationalAnsatz for the nuclear waftenction with general form?>*

(49

where each configuration is given in terms of a Hartree product of functioftdf single nuclear

coordinatesRy. In G-MCTDH, this Hartree product is split into twsubsets those nuclear
coordinateshat will be treated by full guantum mechanias {nthefull MCTDH), and those that

will be dealt withapproximately using Gaussian functiogs(either frozen or thawed¥?
(46)

In the limit that allNs nuclear degrees of freedom #&meatedby Gaussian functions, the method is
namedvariational multiconfiguratioal Gaussian wave pack@MCG). In this case, the time

dependent coefficieat in Eq.(45) are prpagated by the sant#OM as in multiplespawning,

Eq. (22), but without the constraint of following classical trajectaridien a series of
approximations on the ingeals containg in EOM may beadoptedo control the quantum level,
from full global to local approximations® In the local limit, the method reduces the direct
dynamicdrajectory-guidedfrozen Gaussiatevel (DD-vMCG). Thus, the @GUCTDH approach
can be usetb test the effect ofariousapproximations on nonadiabatic dynamics hierarchically
A comparative analysis ®MCG, MS, and TSH is made in R&t.The formal connection between
VMCG and MFE is discussed in R&f.
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3.2.6 Slow and rare events

Computational cost is usually the primacgndraint limiting onthefly NA-MQC
simulations. In the particular case of phenomena involving rare events (requiring thousands of
trajectories) or events taking place in long time range (requpimogagationfor hundreds of
picoseconds or more), it may befeasible to resort to dynamics, and reaction rate theory may still
be the best optiotP*152 Nevertheless, there are various algorithms that may help -speed
extend the range dapplicablity of NA-MQC. This is the case, for instana# the army ants
methal to sample rare events wWikhFE andTSH23 Another example is thaese of Hessians to
integrate thelassicaEOM with large time steps, as developed in the 1990s by Helgaker and co

workers'®3and recently impleented inan MFE approacht®

In Refl%4 a TSH approactinspired in themetadynamic$®®is propsedto deal with slow
or rare events. Namadetasurfacéhopping(MSH), it works on biased samplirtg speeeup the
data acquisition, whiclare later corrected to deliver the unbiased results. The basic idea is to

perform biased TSH dynamics by speedinghgtransitions witla scaledNAC
(47)

where is a timeindependent scaling factor ( ). MSH has explicitly beeformattedto deliver
ensembleaveraged reactionrates GHULYHG IURP WKH HUPLTV JROGHQ UXO

proportional to  , the relation beteen the biased and unbiased enserabraged rates is

simply
(48)

Nijamudheen and Akimd¥{® pointed ot that the scaling relation in E(7) is rigorously
valid only for a twelevel system. For a more general cdlseyproposeo run the dynamics with

severavaluesof , and then fit the time constants obtained from these simulations according to
(49)

After getting and , the unbiased time constant can be obtained merely by makingin
Eq. (49). This procedure has been calttelerated nonadiabatic dynami@é-NA-MD).
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During dynamics, the vibronic Hamiltonian in Eq.(8) fluctuates randomly

around some average values. Based on this observation, Akimov has also recently proposed to
adopt aguastStochastic Hamiltonian fdongerdynamicsn condensednatter systemsampling
Hamiltonian from the shottime dynamics, getting frequencies and amplitudedrecovering the

Hamiltonian for the indefinite tim&”’

3.3 NA-MQC: beyond internal conversion

3.3.1 Intersystem crossing

NA-MQC methods wereinitially developed to deal withnternal conversion(IC)
processesthe fastest nonadiabatic proceskaswn. Neverthelessspin-orbit coupling (SOC)
inducing transitionsbetweenstates of different multiplicitiesmnay alsobe relevant on short
timescales®® For this reason,ni the last few years, the incorporation $®C into NA-MQC
schemesto simulate intersystem crossindISC) dynamics has become aractive area of

research?9: 169174

In NA-MQC, SOCis usuallyincludedby considering theoupling term
(50)

where is the perturbative contribution to the electroHiamiltonian

Severalinvestigatiors in this field workedthe spindiabatic (sd) representationwhere the

electronic wavkinctions arespin-eigenstates!> 171 173, 1877(Thjs spindiabaticrepresetationis

simply the conventonal adiabatic representati@mommonly usedin quantum chemistrysegFig.

EI) SOC modifies the nondiagonal terms, but energies and fareevaluatetbr the unperturbed
PES In these applications, ISTSH has beersimulatedeitherusing LandatZener theor}*® or
througha directapplication of th&=SSH algorithmrepacing by in EQ.

(8 171,173, 175
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Fig. 6 Schematic illustration of the time evolution of the potential energies in different representatifunsctiora

of time. Top: diahtic representation. The nonadiabatic coupling between any pair of states is null. Each state is
characterized by the same electronic type of density and multiplicity at all times'feSg.! SS, etc.). Middle:
adiabatic (or spindiabatic or still molecular Coulomb Hamiltonidff) representation. States of different
multiplicities have zero nonadiabatic couplingsd. T1 and ). The electronic character may chamyging time.

Bottom: spinadiabatic (odiagonal or fully adiabatiq representation. Every pair of states may be nonadiabatically
coupled. The electronic and spin characters of the states may change with time. Triplet states split into three
componentgorrespondindo Ms = 0, +1, and1 in the adiabatic representation. The split is not shown at the correct
scale in the figure.

Granucci and Persicbave shown however,that thespindiabaticrepresentatiomposes
someseverechallenges to contrahe SOCphases during the dynamics, which usually results in

wrong hoping probabilitiest’? In contrast, these problems are not present if dynamics is

propagated in apin-adiabatic(sg representatiofHig. §. Thisrepresentationonsiders the

eigenstateswhere and the effect of SOC is included in the energies. It involves the

diagonalizéion of theHamiltonian matrix

(59)
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sorting out the mblems withphases and rotational invariance.

In thespin-adiabaticrepresentation, thguantumEOM (Eq. (8)) can be rewritten usirifpe

matrix representation

(52

The evaluation of the time derivativéthe transformation matrix () is technically challengin§®
and n the SHARC gurfacehopping in adiabatic representation including arbitrary couplipgs
approach from Gonz@ H gfodp a 3-stepintegratorapproach is proposed avoidevaluating

these term&2® 178

Thus, hetime-dependent coefficientre propagatedan the spindiabaticbasisand transformed
back tothe spin-adiabatidbasisfor the calculation of the hoppimobabilities A variant ofthe 3
step integratohas been recently implemented by Perderzoli and Pithaith specific phase

control In the same paper, they present another matlitbdexplicit treatment of .

To avoid that appearexplicitly in theFSSH probabilitiesthe hoppingrobabilitiesare
nat directly calculatedvith Eq. (15). Instead,they rely on a variant of the FSSH formudiest
derived in Ref":

(53

where is the timepropagator matrix , given by

. The propagator in the spiabatic representatida
simply . (Note that Eq(53) is not restricted to ISC problems
and may be used faonventionaFSSH as well, as it was first done in F&j)

Spintorbit couplings also impact the propagatiortteé classical EOMEQ. (13)), whose
forces should be computed in the spahiabatic representatipwhere they are given as
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(54)

A practical limitation to apply Eq(54) is that the gradient of the spatbit coupling IS

not usuallyavailable in quantum chemistry programs. For this reagbis, quantity isroutinely

neglected®® 178

(59

rendering the forces

(56)

where is the nonadiabatic coupling vector definedsq (11). Full calculation ofthe forces
through Eq(54) has been implemented in teemiempiricaFOMO-CI method by Granucci and

Persicol’?

Although thethreestep integratopioneered by the SHAR&pproack?® has represented
an advancein comparison to the earliest simulations basea-dj@ibatic representationthe
impact of he underlying approximations till not completelyclear. Anexemplay case is
benzophenamin the gas phase, whosender from the singlet to the triplet manifold is 5 ps, as
experimentally determined by timeresdved photoelectron spectroscopy. While TSH
simulations on a spHadiabatic basis using the semiempirical FOXOmethod predi@da time
constant of 6 p&° TSH simulations with SHARC using CASSCHligered anartificially fast
time constant, with Sisappearing within 0.7 p& It is possible that the reason for the difference
resides on the different electronic structorethods (FOMGCI x CASSCF) rather than on the
basis transformation; a comparison of these methods based on the same electronic structure would

be welcome to shed light on this point.

MS methods have also been recently generalized to cotS{derents based dhespin
diabatic representatio’®’” In the methodcalled GeneralizedAb initio Multiple Spawning
(GAIMS), the eqations d motions were modified, includin§OCalong nonadiabatic couplings
into effectiveNAC terms As discussed in Ret’8 the problems to control tHf#OC phase, which

severely affect TSH, does not occur in GAIMS.
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3.3.2 External fields

The interaction wittexternal field has also been addressed in thetexinof NA-MQC
dynamics’® 128129, 178, 18286 The Hamiltonian for the radiationmatter interaction (or

electromagnetic couplindEMC) s given a&*
(57)

where is the vector potdral of the electromagnetiteld, is the momentum operator of
electron i, and the sum runs over all electrons with coordinate, me, andc arethe electron

charge, the electron mass, and the speed of lighte dipoleapproximation it results in a
coupling between statésandL given by

(59)

where Is the electrictransitiondipole matrix elemenand the timedependent electric
field ( ).

Working in the semiclassical limit of the quantum Liouvilen Neumannequation,
0L W &rLailit?® showed that, for a pure initial state and neglecting dissipative effects, the
propagation of Wigner functions in the phase spa@&guivalent to the serulassical TDSE in

Eq. (8) with replaced for . Thus, FSSH including radiatiematter interactions can be
directly done, in a method they have narfield-induced surface hoppingFISH).*28 187If internal

conversions also allowed, the semiclassical TDSE will contain both coupling terms

184

FISH has been recently extended to take into acawomitnearfield effects up to
where is the plarizability.®8 This is accomplished by first separating the ensemble of electronic
states into two subgroups, essential and nonessentiatdingto their response to theefd. With

this separation, a quadratic correction

(59
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is added to , With written in terms of the transition dipole matrices between essential
and nonessential states.
The FISH approach does not consider the effect of the field on the potential energy

surfaces, only on the nonadiabatic transitidnsRef18%, Bajo and coworkers discuss how for

strong fieldsfield-induced changes in the gradients should also be taken into account for a proper

treatmenibf the dynamics. Using the SHARC approach discussed above in $&&ifyrwhich

explicitly includes the field effects on the potentigiiey showed that NAMQC simulationsnight

deliver an excellent agreement with full quantum results.

The coupling between moléan electronic states and thosean electromagnetic field
confinedwithin a cavity hadeen recetty addressed in Réf°, in the contekof surface hopping
simulations Different from previous applications, in which the field only disturbed the electronic
states, in thisovelapproach, the dynamicspropagated in a basis of polariton states arising from
the molecule/field coupling ithefirst order in the elddc field. Simulations based on QM/MM

TSH have been performed for up to 1600 Rhodamine chromophores within the cavity.

External fields have been included in MS as well. InBkternal FieldAb initio Multiple
Spawning(XFAIMS) method'®! Eq. (22) is modified to include theadiatiormatter interaction

in the term of the Hamiltonian, still in the dipole approximatibnthe coupling region, new

trajectory basis functions are spawned when the field reaches an extreme, which may happen few
times for long pulses.

3.3.3 General couplings

We have discussed in the last two sections that although the standaMd@{Amethods
have been first derived for internal conversion, other kindsoaplingsinducing nonadiabatic
transitions between electronic states, as-epiit couplings or timalependentlectric field
interactions, may be considered without changing the formalism substantially. (In the case of SOC

and strong fieldshowever, a change oépresentatin may be requireds discussed in Sections

3.3.1and3.3.2)

In principle, dynamics based on a general coupling like
(60)
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would allowmonitoringthe realtime competition between diverse nonadiabatic proceSseh
flexibility towards different couplings has been explored to develop general methods tailored for
such arbitrary couplings. This philosophy @n the basis ofat leasttwo NA-MQC
implementationsSSHARC (which clearly statethis idea already its nane explicitly mentioning
arbitrary coupling3*?® 1%° and PYXAID.”® Recent developments bartinez Curchod, and

coworkersindicate that MS wilprogress irthe samelirection8? 176. 191

Although this arbitrarscoupling philosophy has been opening new research possibilities,
it is still unclear howgeneral such approach may realbe. Typically, different nonadiabatic
interactionswork on different time scales. To simulate the full dynamics at once, from few
femtoseconds of EM interactions, through the few picosecohlf3, to the nanoseconds of ISC
may result unpractical hus,thesemethods for arbitrary couplingsetailored not for general, but
to paricular problems, where variousonadiabatic interactions tend to competethe same

timescale

4 Electronic structure for NA-MQCdynamics

The overall tendency of NAMQC dynamicsis to couple the dynamics method to an
electronic structure method, which can provide kbg ingredients for the time evolutipnhe

potential energies of the ground and excited electronic statgstfie gradients of thesmergies

(), and the nonadiabatic couplings () between pair of states:

(61)

All these quantities are computed for specific nuclear geometrigeneral dictated by classical
trajectories. Depending on the process and properties investigated, other quantities like transition

dipole moments and sporbit coupling may be needed as wellternatively, the vectors

may be replaced by (see Eq(10)).

The calculation of thesguantitiesis the computational bottleneck of tbe-the-fly NA-
MQC propagation. Moreover, tineguality is themain determinant of the dynamics accuracy. In

this section, we survey the main electronic structure methods that @éeveibed for NAMQC
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dynamics, highlight the pros and cons of each one, andiqioiut potential relevant

developments. We also separately discuss the computation of couplings in (8&tvamich is

often treated as a pegtocessing of the electronic structure data. Later, in Sﬁtiwe return to
the accuracy problemNA-MQC dynamicshas often ben run in association with hybrid
methods'® most notably quantummechanics/moleculamechanics (QM/MM) .32 192 The
methodological extension into hybrid methodstraightforwargdand itis not discussed here. It

has been, howeveeviewedand discussed in detalty Weingart in Ret®.

4.1  Multiconfigurational and multi referencemethods

Multiconfigurationalseltconsistent fiel q(MCSCF)!°* especially in thearticularform of
thecomplete active space selbnsistent fiel{CASSCH, has beemfrequentchoicefor NA-MQC
simulations for different reasons, including its computational efficietiog, availability of
analyticalenergy gradients antbnadiabaticouplings its ability to describe regions the PES
with a significant multireference characteand availability in many computational chemistry
packagesThe main limitation oMCSCFis the lack of dynamal electroncorrelation, required
to provide a balanced description of several regions in the RiB&over, theimbalance of
between nomdynamia@l and dynamial electron correlatiosleads to dramatic overshoot of the
ionic state energie’$>°® From thenumericalpoint of view,the incompleteness afsualactive
space may rendewunstabledynamics, due to orbital rotations between subspattsting the

state description arghergy conservatiot?’

Orbitalrotations can be, in principle, controlled by enlarging the active space. The problem,
naturally, is that the computational costs become quickly prohibitive. MCSCF, however, is flexible
enoughtoGHDO ZLWK 3E\ K uQc@GonskvKdrétheactiie ¥phice issplit into disjoint
subspacedesignedo addresgarticular problemsat a minimum number of configuratiorsn
example of such approach is in the TSH dynamics of ethylene reported i Refthat case,
correlation beyond the minimal§8) subspace wagxtended to the\{V cc, (VV ch, and
Rydberg orbitalsn the MCSCF (and in the MRCI reference) &iowing full excitations within

each subspace, and connecting the subsplaaigh single excitations

From the methodological standpoitihe development and implementation of methods
based on thalensitymatrix renormalization groupSCF (DMRGSCF) may boost MCSCF
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capabilities'®® These mthods can deliver CA8/pe wavéunctions with orbital spaces about five
to six times larger than theASSCF limits. Another promising emergent approach is thi¢
configuration interaction quantum Monte Carwethod(FCIQMC),2°%21which may recover the
full electron correlation at much lower computational scaling tbamentionatliagonalization of

the full Cl matrix.

MartinezfV JURXS KDV PDGH VLJQLIL RbiQtw ntethddJisWGPWL PSOHP
platforms2°2203 A newalgorithm for CASSCEF tailored for GPésables calculation gfradients
and nonadiabatic coupling%2?%® These implementatiorisave a positivescalingwith respect to
molecular sizeextending the applicatierof NA-MQCs with CASSCF t®ystems with hundreds

of atoms.

Some of thartfactscausedy the lack of dynamial electron correlation in CASSCF have
been addressed from an empiripatspectivédy rescaling the potential energy surfaces to match
fully correlated results. The initial efforts in this areadertakenE\ 2 O LY ¥reupt’fhave

beenrecentlyupdate by Martinezfgroup?®’

Several of thdVICSCFlimitations may bevercomeby posttreatment to recover dynamic
electron correlation. Such methods may either be basednuatireference configuration
interaction (MRCI)?%2%° or multireference perturbation theoryMRPT).?1%?11 NA-MQC
dynamics withMRCI, for which analytical gradients and analytical NACs are avaifdbté*has
beenreported. Nevertheless, the high cost of this method has restricted its applicatrongcCl
truncatiorf’® or small systems, as ethylet The lack of implementatioaf analytical gradients
and NACs for MRPT methods in general public codeashampered their application NA-
MQC. Martinezhas led the use @bmplete active space perturbation theory to the second order
(CASPT2) using MS?1¢220|n a recentvork, the GonzaleZAgroup ha performedTSH dynamics
of anoncanonicalnucleobase using MEASPT2with numerically computed energy gradients
ard considering the effect of SCE&

Park and Shiozaki? have implemented aanalytical gradienaind NAC algorithm for
CASPT2 which profits from a new factorization of the Lagrangian derivative terms with respect
to the CI coefficientsto reduce the scaling of the calculations with tize &f the active space.
With that method they have been able to deliver affordable computational costs for dynamics
simulationsat XMS-CASPT2 levef??
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Semiempirical MRCI algorithms have also been used fofNNQC dynamics. This is the
case of theVIRCI based on therthogonaization methok (OMXMRCI, x=1-3) IURP 7KLHOTV
grou?422% and thefloating occupation molecular orbitaCl (FOMO-CI) from Granucdl” 22
based on AM1 and PM3 Hartohians. Strictly speaking, the FOMQ@I approach is not a
multireferencemethod, but its fractional occupation of virtual orbitals in the single reference
determinant emulates a CASS®&vefunctior??’ The FOMQCI approach has been implemented
for anab-initio Hamiltonianas well??#22°Historically, the first orthe-fly TSH calculation®® were
performedwith the hybridmolecular mechanics / parameterized valenoad(MMVB) method

developed by Bernardi, Olivuccci, and Rétfto simulateCASSCF potential energy surfaces.

The most promineh advantage of suckemiempiricalapproaches is theemarkaly
reduced omputational costgnabling arincreasein the numberof trajectoriesand reduction of
time steps asanparedo ab initio method However the quality of such methods is intrinsically
dependent on their parameterizafidrand in many caseparameterization is done firdividual
systemg® not being directltransfesble. Recent developments in machine learrafgprithms
applied to reparameterizatidrave potential to boost these approach®sThe absolute errs in
OM2 atomization enthalpies computed for a benchmark ofhgiMsandC7H100. constitutional
isomers drpped from 6.3 kcal/mol with conventionglarameteration to astonishing 1.7

kcal/mol with machindearning parametrization.

Currently,mostof theavailablemultireferencémulticonfigurational approaches based on
densty functional theory (DFTF*2%° do not count on analytical gradients, the minimum
requirementfor them to be coupled to AAMQC methods. The exceptionis the recent
implementation of analytical gradients fepinrestricted ensembleeferenced KohiEham
(REKS)methodat (2 electrons, 2 orbitals) lev&f Non-dynamicalelectroncorrelationin DFT 24
2 which Becke haslaimed WR EH 3WKH &3 s\l ldd Rrideseveloped field despite
recent advances in ensemble thedPy 24%2% ensembl&® and timedependerit® hybrid

multiconfigurationawavefurction andshortrangeDFT, and multiconfigurational DF*®
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4.2  Singlereference methods

4.2.1 Nonadiabatic dynamics with single reference: does it make sense?

In the early days obn-the-ffly NA-MQC simulations, much of the attention was focused
on theinternalconversion from the excited state into the ground sthen dealing with classical
problems as ethylefé’ or retinaf*’ photodynamicsin suchsituation, the use amultireference
method is mandatornyecausgat thecrossing seam where the conversion takes place, the ground
state cannot be adequately described by a single refefdmese. initial studiesnay haveled to
theimpressiorthat NAMQC dynamicsmust always be based onultireferencanethodsThisis
not strictly true. Many types of problem are restricted to the nonadiabatic evolution of the excited

states onlywhere singlaeference methods may perform wiéf

Take for instance a fluorescent system. After the photoexcitatioraihigh electronic
state, the molecule relaxes until reaching the minimum of the lowest excited state, where & remain
oscillatingup toit decays by photoemission. During thealhevolution of suls a system, the

ground statemaintainsa single referenceharacter, ad a singlereference method may be

adequate for its descriptiom|Fig. 7] we illustratethe moleculartime evolution of the potential

energythrougha nonadiabatic processhematically If the dynamicds somewhat restricted to
regions like into, t1, or t2, a singlereferencemethod may workwell, as the ground state

wavedunction is dominated by a single determinant . Notethat evermonadiabatic couplings

between excited statean be correctly described by singéference method$®

In fact, the emphasis on multiconfiguratioinalltireferencanethods to perform NAMQC
dynamics may have even led tonge advere effects. Many simulations have been based on
CASSCFto describe the crossing seam with the ground siedperly Thus, to get right the
nondynamial electron correlatioraffecting the dynamics during few tens of femtoseconds of
motion near thecrossing seam, these simulations completely neglected the dynamic electron

correlation for hundreds of femtoseconds oféhgretrajectory.

In addition to theobservationthat multireferencedescription may not be an essahti
requirement, another featueesoringsinglereference methods is thétey are usually much faster
thanmultireferencecalculationsThese considerations have led to an iaseain the popularity of

singlereference methods in NMQC applications.
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Conwersely singlereference methods cannot be expected to be applicablekiads of

problens. They will fail near an intersection with the ground state at tne tz in|Fig. 7] The

topologyof the intersection seam with the ground stétehave wronglimensionality?*®2°3(This
dimensionality problem is not restricted to single reference methods|sandffects singlestate
CASPT2%%%) Many of the electroniestructure methods currently used for MAQC dynamics are

based on linear response and, as such, they will not correctly describe double or multiple

excitations ike the state. In ouhypothetical examplgHg. 7), this state is energetically

abovethe energies of interest, but this may not always be thetase.

After converting to the ground state, the system may return to a single reference state, for
instance, if it returns to the paresanformation It may alsocontinuethrough amultireference

state, inthe caseof dissociation. Either way, NAMQC simulations based on singleference

methods will not be adequate to describe this part of the dynamiagd$-{g. 7) because akvents

happening after the crossing the crossing to the ground sjaesiot reliable Our own strategy
(and also of other grou®) in such caselas been to stop the trajectgrppagationf theerergy
gapto the ground state drops below a certain thresfuddhlly 0.2-0.1 eV). This criteriormust
be consideredvith cautionsince the time needed for a particular system to decayghrthe
crossing seardepermls strongly on its nature. In our simulations for thymbased oralgebraic
diagrammatic construction to themd order(ADC(2)), the effect of changing the energypga
threshold from 0.15 to 0.30 eV reduced theSstime constanby100 fs2%°

Midway betweermultireferenceand single reference methods, #penflip (SF) strategy
has become aalternativeto include approximatelynultireferenceand double excition effects
at modest computational costs.SF, calculations start fromn unrestrictedriplet ground state
with Ms = +1. Excitations from this reference generate statesMsth O, which may provide a
reasonable description of conical intersecti@ssfirst suggested in R&) and double excitations
at the cost of spin contaminatiocBF has been developed and tested for OET;2°¢ CI,257 and
ADC 2*® methods.

46



Fig. 7 Schematic time evolution of potential energy surfaces duhaglynamics. Ground ¢Band three excited
states are indicated{® ). The shaded curve shows the active state at each timmaiiheonfiguration dominating

the wavefunction of each state at different time steps is given as well.indicates a single reference determinant.
indicates an electron promotion from orbitainto orbital a in the state. Analogously,

corresponds to a double excitation fron into a, b. means that more than odeterminat is needed to
describe the state.

The singlereference methods most commonly employed forthafly NA-MQC
dynamicsmay begroupednto two categoriesieattime and linearesponse methoddepending
on how the electronic Schrodinger equation is addresEbey are reviewed in the next

Subsections.

4.2.2 Linear-response methodk CC, ADC

In responseheory, the poles inthe response funoin occur when the frequency of an
external perturbation is equal to an eigenvalue of the stability matrix of the electronic structure
method dscribing the unperturbed systéiWhen the response function is expanded to contain
up to linear terms in the perturbatidméar-respons€LR) theory), the problem can be developed

into a generalizedigenvalue equation
(62
where : is the excitatiorenergy

In coupled clusteCC) theory??5%261the matrk A is the Jacobiawhose elements are

(63)
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where is the cluster operator formed by the product of the cluster amplitudigsthe excitation
operator . representani-fold excitation, which is applied to threference ste, usually a

HartreeFock wavéunction

The CC Jacobian is a ndtermitian matrix, which means that tegcitationsshould be

calculated twice, for the eigenvector acting at right (as i@&)) and alsaactingat the left

(64)

As a consequence @& being norHermitian when two excited states become degenerated,
convergence problems in the determination of éReitationsenergies arisé? Such lack of
convergence renders ERC methods useless for NMMQC dynames. In Ref?%3, TSH dynamics
with LR-CC2 (coupled cluster to approximated second ojdegis tested and all trajectories failed

within 100fs due to numerical errors

An alternative approach is t@ork with algebraic diagammaticconstruction(ADC) for
the polarization propagatét+2%° In this caseA (usually namedM) is Hermitian and the energy

of degeneratedxcitedstates can be obtained by diagonalizing
(65)

ADC is a general umbrella terfior methods usinghe same approach for different
propagatorg®® Excitation energies are obtaineabr polarization propagators, but many other
propeties may be calculated as well, suchebectron affinities from the electron propagator or

ionization potentials from the hole propagator.

For practical implementation®&DC is derived in terms of basis of intermediatates,
which are obtained by the action of excitation operators\daleer-Pleseground state. In general,
if the correlated ground state is the MRavefunction onearrives at the ADC() method?®® Up
to ADC(3), theM matrix is built in a space atuding single and double excitations. The most
suitablelevel for NA-MQC in terms of accuracy/computational cost is ADG&)metimesotal
as ADC(2)sfor strict), which provides single excitationss&condorderorder perturbation level.
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Neverthelessn ADC(2), the couplings between doubles is zerodestribing adequatetiouble
excitations. A ad-hocextension oADC named ADC(2Xx adds these couplings first order?®’
The accuracy of this method is, however, lowd &ns restricted to diagnosirthe presence of
doublesamong the lowest excitatioA%

A semiempirical paranterized version of ADC named SO@®C (for spinopposite
scaling has also been implementeal reduce computational costs. It is deriv®dneglecting
samespin components in the dodH V | F R Q W Uds&akngitR Qesen@rGpirical factors)
the oppositespin contributions In principle, SOSADC(2)-x could bean interestingsemt
empirical alternative for dealing with doubles in NAQC. The energetic separation between core
and \alence orbitals has been explored in ADC to separate these subspaces by neglecting their
couplings inM. The CVSADC(2) (corevalence separatgdcan lead toaccuate innershell
excitation energie®° The CVS-ADC could be the basis for NMQC-based simulations of inner

shell spectroscopfsee Secti.

There is a link between ADC and CC theories thas bean exploredfor efficient
implementations of ADC. ADC(2) matritm”P¢®@ can be obtained as a symmetrized CC
Jacobiart®® Starting from CCSD ¢oupled cluster with singleand double} if the double
contributions are simplified to retain only the terms up to the lowest order in the fluctuation

potential, t renders the CC2 approximatidi¥?%* Then, f in the CC2 Jacbian, thet; amplitudes
are neglected, it leads to the CISj@approximaion, with Jacobian . Finally, theADC(2)

matrix can be written as

Since the publication of the algorithm to evaluate approximatediabaticouplings wih
CC2 and ADC(25® different groups have useddimplemented this methodolady 2%%8° So
far, most of the ADC(2NA-MQC dynamics simulations have focused on phetochemistry of
heterocycle¥*?"3 and the effect of aggregation with waber their exciteestate dynamic$/+278

A recent systematic study of sorokgocenesand hetereatomicfused rings has raised
some concerns about the description of tharld L, states with both CC2 and ADC(®! Tuna
et al.haveshown thatvhile CC2is able tacorrecty describe the togpaphyof the S/S crossing
in the protonated Schiff PSBa& popularmodel for rhodopsin, ADC(2)-¢ and-x) produce

intersectionseams withthe wrong dimensionality?®? In the @se of CC methods, it has been
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recently shown that if the Jacobian matrix is nondefedteeijt can be diagonalized, thepology
of the intersection seam is adeqyatiescribed?® In Ref?23, it is shown that thepinflip ADC(3)
level yieldsconical intersections ith the correct dimensionality.

In line with these findings, it has be&und thatminimum energy conical intersections
geometries obtained with ADC(2) can significantly deviate from the CAZf&0Ometrie for sane
reaction coordinate€? ?’9For instance fi the case of Hydroxychalcongwhere he deactivation
to the ground state involves iatolecular rotation, the dihedral angle obtainechvADC(2) is
30° smaller than thatbtainedwith eitherCASSCFor CC22° Thisbehavior apparentlyassociated
with boththe wrong description of the MP2 ground statel the ADC(2) excited statbas been
explored bySzablaet al. considering NEWT2 calculation$’? Constantly monitoring the
dynamicswith the D 2*and > 2% diagnosticsnay help to detect thauild-up of multireference
character in the ground stafBlote, however, that thei@nd D> values recommended in Ref&t
285 were derived for a too restricted set of molecules and are too small for many systems of

interest?®3)

Another case to highlight is the phedeactivation of pyrrole, wherED-B3LYP provides
an appropriate description of tH83 states and time constants very sanito the experimental
values?®® In contrast, ADC(2shows an artificial mixing between th®83 and 3p Rydberg and

decay time constants more than three timegdo than the experimental values.

Despite these problem&DC(2) can still be considered a good option for INFQC
dynamics, if its limits of validity are respectéithe problems associated with the MP2 description
of the ground state cdre diagnosewith the Ob and &> parameters, andly comparing with PES
obtained witha correlded multiconfigurational methoduch as CASPT2.

There is still a final problem affecting lineegsponse methods in general (also those
discussed in the next section), which nrapact dynamics: unphysical divergences. It occurs for

a particularsituation when the system has two states with excitation energiesand and

thereis still a thirdstatewith excitation energy . In such a case, spurious poles

appear in the response function, leading to unphysical propertiesprblhiem is discussed in
detail in Ref?®",
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4.2.3 Linear-response methods Il: THF, TDDFT

The derivation of théme-dependent Hartre€ock(TDHF), also known asandom phase

approximation(RPA), starts from the electroni¢DSE given in Eq. (6), but now adding an

arbitrary singleparticle timedependent operator to the electronic Hamiltonian 288289
With the approximation that theme-dependent electronic waumction can be described
by a single determinant of time-dependent molecular orbitals , theelectronic TDSE

is written as a timelependent versin of the Hartred=ock equatioft®

(66)

where s the electron kinetic energy operatorand are the electroelectron Coulomb and
exchange interactions, and may contain additional arbitrary singparticle fields in addition

to the electromucleiinteraction.

The excited states for this model can once more be calculated from adispanse (LR)
approach, which in practical ternis reduce to the deternrmation of the eigenvaluesf the

equation

(67)

where the matrix elements are written in terms of orligadsitions from occupied orbitals )

into virtual orbitals 4, b) as

(69)

In these equations, is the antisymmetrized tweelectrons integral anddre orbital energies

in the Mulliken notationB = 0 defines theTammDancoff approximatior{TDA), which in the

TDHF caseit is merdy the ClSapproximation

Mukamel and co-workerg®%2%2 have explored TDHF and CIS combined with
semiempiricalHamiltoniansin a methodology namecollective electronexcitation (CEO), to
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efficiently compute excitation energiaad optical respons&he method has also been extended
to provide energy gradientsd nonadiabatic coupling®® The CEO combined with FSSH and
other TSH develoPHQWYV IURP 7UHWLDNTV JinbRadi8batlld ¥xditédtate V H
molecular dynamicéNA-ESMD) methodfor NA-MQC dynamics? 294

KohnSham(KS) density functional theorfDFT) can also be recast in a tirdependent
form analogous to TDHEE289. 295296 The mairformaldifference is that, in function of the Runge

Gross theoremelating the external potential and the dengitthe TDSE is now written in terms

of time-dependenKohn-Sham orbités for thenoninteractingystem?®’

(69

where isthe exchangeorrelationpotential By construction, the density is related to the TDKS

orbitals via
(70)

In the linear response frameworkeT DKS (or TDDFT)excitation energieare stillgiven

by the eigenvalues of E{67), but with matrix elements

(71)

where is the exchangeorrelation(xc) kerneland the integrals are still given Mulliken

notation A fundamentahpproximation usually employed in TDDFT is tiabatic local density
approximation (ALDA), which assumes that the density varies slowly with tffdeThis

approximation allowsisingalocal groundstate , delivering one of the most usetethods for

excitedstate calculation.

In Eq. (71), the matrix elements are given for a pure density functiortey can be
trivially extended to deal withybrid functionals (see Eqf5) and(96) in Ref?®%). Once more,
B = 0 corresponds tbDA .2
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Although LRTDDFT has been exceptionally useful for NAQC dynamics’® it bears
many limitationswe should be aware of. An excellent discussibthemcan be foundn Ref?28,

associated witlspecific approximations ithe xcfunctional (), the xepotential ( ), and the
xc-kernel (). Particularlyconcerning NAMQC dynamics the most significaih problemswe

may expect fronconventional (ALDA) LR TDDFTare

X Failure to describdond breakingDuring bond breaking, triplet and nesinglet
instabilities ariseMoreover,an energetiswitch between thelOMO and the LUMO
along the dissociation causes numerical instabilifies. use of TDAand unrestricted
approaches maylleviate these problens.?®® In any case,it is better to avoid

dissociative cases.

x Failure to describeonical intersectionsiith the ground state. As a single reference
method, Kohn-Sham DFT is not expectedo adequately describe regions with
multireference characten ithe ground stateAdditionally, the substantialdensity
variations at the crossing regiarhallengethe validity of theadiabatic (ALDA)
approximatiorf®® Finally, the crossing seam with conventional TDDFT thasvrong
dimensionality, haing one rather than two dimensicii8 There is not much tdo to
alleviate these problentsit to avoid dynamics involving crosssig the ground state.
The use ofSFTDDFT may be an optiontoo3%%3°! (An exampe of SFTDDFT

dynamics, but still without including nonadialzegvents, is discussed in Ré&f.)

x Failureto describeenergies othargetransfer statesConventional TDDFTtends to
underestimate the energy stateswith small overlaps between the initial and final

orbitals3°*3% This is a wellknown problem related to the asymptdiiehaviorof
35305307 The standard solution has been to adopt raegarated functionaf§®309

x Failure to describestates with double and higher @ations. Due to the adiabatic
approximation, is limited to single excitation®® The use oBFTDDFT mayonce

morebe an optiorf?®3%! The safestrategy is to monitor the excited statksing the
dynamics, with some auxiliary method ablediagnose theccasionalpresence of
higher excitations in the spectral region of interest. One of such methods is the
DFT/MRCI.Z%
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x Failure to describehigh-energy statesHigh-energy excited states trio collapse
between minus HOMO energy and thetualionization potentiaf® This renders an
attificially large density oftatesin thatregion®'! There aresomeapproaches to deal
with this probleny0 31813 byt they have not been tested in INFQC dynamics

An optionto treatlarge systemsstill in the lineasresponse density functional level is to
adopt the timedependent density functional tight binding (OFTB).3'* In density functional
tight binding, the groundtate reference density is written as a sum of the neutral densities of all

atoms?®

(72)

This reference density is then perturbed by a fluctuadiensity and the total energy is

expanded in theespectiveorders®'®

(73

giving rise to the diverse DFTB modelBhe commonly known selfonsistent charg®FTB
(SCGDFTB)***corresponds to the DFTB2 mod&hanks to a minimum basis sepresentation,
the neglect of threeenter integralsand tabulated Hamiltoniaand orbital overlap termsvhich
are calculated using atomic DFTIDFTB is an extremely efficientmethod It is estimated for

instanceto be 1000 times faster thaB3LYP calculation®!’

Electronic excitationdor DFTB can be computed with the same-LR approach as
employed for TDDFT (Esg (67) and (71)).3* 318 The accuracy of TEDFTB is limited by the
accuracy of théunctionalused for its parameterizatidt?32° In the same way, all problems we
have discussed before occurring in DFT and TDDFT may be expeateduon DFTB and TD
DFTB.

LR TD-DFTB has been taken as the basis for-MAC dynamics with TSHy O L Wed L G
al.32* and more recently by & M D @Ra¥¥# DFTB has also been employed in other-NiQC
dynamicamplementation$ut usingreattime methods. They will be reviewed in Sec1i4;12.5
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As a general recommendation when usingTIPDFT, particularattentionmustbe paidto
the selection of the functionalhis is especiallyimportant when the dynamics determined by
charge tansfer states such as in excitedtate proton transf&® and or@nic photovoltaics
applications’®*

Applications of TSH using LR-TDA/TDDFT excited states include studies of the
deactivation of organic molecuks with biological applicationg>3?° excited state proton
transfer®3%33 atmospheric chemist/3#? and organometallic complex&§3% A recentstudyfrom
Muuronenet al. has explored the dynamics ofater absorbed on TiCclusters®*® Exciting
applications with impact in organic photovoltaics include the study of hot chramgsfer states in
bithiophenedimer andheinvestigation of the ultrafast energy transfean orthogonal molecular
dyad324 337

4.2.4 Reaktime methods: frozen nuclei

The solution okitherthe TDHF (Eq.(66)) or theTDKS equatios (Eq.(69)) can be directly
obtained by integratiom the real-time (RT) domain?®® 338(We highlight that at this level, the
goal is tosimulatethe electron dynamiasith frozennuclei) The integration of the EOMs may be
based on several framework8jncluding realspace grid$?°plane waves* andlocalizedatomic
orbitals342 In the RTformalism, the excited statese not explicitlycomputedout described as a

coherent superposition in the Ehrenfest approximgfitthe MFE approach discussed in Section

2.1f The information on the excited states appaarpopulation transfer between orbitals, induced

by the external field, usually an oscillating electric fieMiter Fourier transforming the dipole

moment evolution with time, the excitatiopestrum isobtained®*

The conputation of thespectrumin the RT formalisnrequires thousands time steps
For examplethe spectrum reported in Réf.was computed by propagating the TDKS byf5
with 0.002 fs time step.é., 12,500time-steps) with frozen nucleiEven though the integrals to
form the Fock matrix do not need tme computed at every timsteg® and the current
implementations@unt on massive parallelizatiéff,the computational costs associatedetting
excited states vieeattime approaches are still overwhelming dropared to that those at linear
response theory
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Beyond computational efficiencgther factors aréavoringLR over RT approachesor
approximatedvavefunctiongand this is always the case), the expected valuas observable
obtained via linear response tend to be more accurate than when obtainedtireergaégration
moreover, LR approaches all@eting the poperties of many states at orf€ETogether, all these
reasons have contributéd the dominance of LR methods tine currentquantum chemistry of

excited states.

4.2.5 Real-time methods ll:electronnucleus coupling

The RT approach is a direct entry door to NWQC dynamics within the Ehrenfest
formalism, bycoupling theelectronicresponse to the nuclear motidkt this point,nonadiabatic
dynamics and electronic structure calculations mémge the same methodé’ The external
singleparticle potential  appearing in EqS66) and (69) is the key for this coupling, as it
contains the electromuclei interaction . For the simple determination of electronic

excitations, RT approaches will take the nuclei frozen, andis constant. (The time dependence

of is restricted to the applied field.) For NAQC dynamics, the nuclear motion along

trajectories is considered, implying that is now a function of time as well.

At this level, the time evolution of the molecular system gainsemyapt description within

the time-degendent seltonsistentapproach®® not only the electrons respond to the time

dependent field of the nuclei through , but the newtime-dependentelectronic state

determines the forces acting on the nuclei through the mean field fdEce(itR).

In practical terms, the main difficulip MFE TDHF/TDKS dynamicsgs to deal with the
significant difference between the tiraep needed to integrate the electronic (TDSE) and nuclear
(classical equations, which is of the order of 10 to 100 tinleger in the latterLi and
coworkeré*have proposed a three tirstep integrator to address this problem. In their algorithm,
implemented for TDHF, thelassicalequations are integrated with thergesttime step.The
electronic integrals to form the Fock matrix a@mputed for intermediary timgteps, and the

TDHF equations are integrated with the smallest time steps.
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As in the case of fixed nucleiMFE dynamics based on RIDKS has several
implementsions basedn realspace grid$*° plane waves*! and atomic orbitald*?It also counts

on DFTB extensions*® In a basic implementation working on atomic orbitals, the TCKS

orbitals are given a$?

(74
which leads to the equatieof-motion

(79
In this equatn, are the matrix elements of the K&miltonian (the terms in

the bracketsf the right side of Eq69)) and

Conceptually, etending the RT-TDHF or RT-TDKS approacksto TSHdoes not follow
asreadilyas it does for MFEIn the exactf(lly coherent) method, the weuaction propagated
by the TDSE (Eq(6)) is written as a linear combinatiasf manyelectron states (E¢7)). TSH
follows naturally by inposing that the propagation should take place on just one of these many
electron states. In TDHF and TDKS, however, the TDSE (Efs.and(69)) propagate single
electronwavefunctiongorbitals) and there isoinformation about on which marslectron state
the trajectory should be propagated.

Despite thisconceptualifficulty, RT-TDKS has beeradapted to TSHandit has been
LQWHQVLYHO\ H[SOR U HiGthE last dddddRéSR M \thelr WriRtkdsl, the external

potentialading on the noninteractingsystemis alsotaken to be théme-dependentlectrostatic

field of the nuclei, while the TDKS orbitals are expandedn thebasis ¢ time-independent

KS orbitals

(76)

This expansion leads the equatiorof-motion
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(77

where  are the KS orbital energiesnd . A manyelectron timedependent

coefficient is formed by the product of the singlectron coefficientg. They are then used to

calculate the populations andherenceseeded to obtain the FSSH probability (Ep)).

Effectively, the TDKS information is used only to compute FSSH probabilitiesheas
nuclei are propagaten excited stategiven asingledeterminantsomposed ofime-independent
KS orbitals®*® (We will refer to this method asme-dependent singldeterminant KohsSham
TD-SDKS) In this way, the excition energies are reduced to bare KS gapsthe differace
between KS orbital energiés. Such approximation leads to enormous computational savings,
allowing to treatextensie systems?® 3°2353 well beyond the limits of LRTDDFT. NA-MQC
dynamicsof systems composed tifiousands of atoms are becoming a real possilidityhe

extension of this methodology to DFFB3°°

The pice to pay for suckomputational efficiencgf the TD-SDKSis in thelow accuracy
of the electronic states. Maiffd pointed out that the singldeterminant Koh+Bham
approximation does not form an adequassib for describing adiabatic states, with potential
energy curves resembling more thoseda@batic states.Compared to LRTDDFT, this poor
descriptionof the energiesrisesdue to twaofactors: first,the neglect of the contributions of the
Hartree andxechangecorrelation kernel@he two last terms in the right side of the matrix elements
Aijp in EQ.(71)); second, the lack of mix with othsingly-excited configurations resulting from

the diagonalization of E67) 3°° (see also the discussion in R&f.

Fischeret al®*° have presented benchmark results for TSH based e80KS and LR
TDDFT for few different systems, showing a reasonable agreement betweenGMWMR M RBQ R Y L U
al. also compared SDKS results (based on DFTB) teDFAIB.3?2 A reasonableagreement
between thesmethods was found too. Neverthelassends to degrade for delocalized densities.
Although thee benchmark helpto understand the accuracy of MDKSbeyond the conceptual

discussion, we believe thatoreextensve comparisonarestill neededo truly settle the matter

Thedescription of excited states in terms of a single KS determinahe TD-SDKS**°
invokesthe NA-MQC dynamics based dherestricted opershell KohaShamROKS) approach
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which was one of the first availabieethodgor on-the-fly surface hopping, proposed by Doltsinis

and Marx®"3%8 The main difference is that in ROKS the excitedesflimited to S) was given

by a spiradapted sum of two KS determinants, whose KS orbitals were independently determined
for the S and S statesAdditionally, inthe DoltsinisMarx approach, the nuclei were propagated

via Car-Parrinello molecular dynamic§CPMD)2*° rather than the usu@ohr-Oppenheimer

molecular dynamicéBOMD).

4.3  Calculation of couplings

One of the keys parameters to perfddA-MQC dynamicsis the nonadiabatic coupling
Analytical NACs are available fonulticonfigurationalpproaches such as MCSCF MRCI1.2**
214 Analytical NACs for MSCASPT2 were derived arappliedfor AIMS calculatios.?'621 They
have also beeimplemented foXMS-CASPTZ?? andemployedfor QM/MM TSH dynamics?®
As already mentioned (Secti@, themethod presented in R&E shows areducel scaling of

the calculations with theze of the active space

Different formulations for analytical NACs are available {@R) TDDFT.360362 The
theoretical foundation for calculating these ouplings has been establisheg Baef®* and
Chernyak and Mukaméf? Hu and ceworkers have further deveded the Chernyakiukamel
approachto calculaing nonadiabatic coupling vectors between the grouatesind the first
excited staté®>*7 Tavenelli and ceauthor$®? derivedan expressiorfor NAC between any pair
RI VWDWHYVY EDVHG R@ltilectdn@aDeuvictdis{AMEMD. AP \Sendand Furch#?
showedthat + X firiplementatios neglectedmolecular orbitals derivativesind proposedheir
own derivatiorincluding suchterms7 DYHUQHOOL TV G H Udri¥dx&ft*BrQhekiasis DOV R E
of imposng too strong approximations whereatingthe derivative coupling aa oneelectrm
operator Fully ChernyakMukamel complying derivations of NAC havedn provided by Send
and Furch&for ground/excited states and by ewal®®for excited/excitedtates.

The equations of motion fddFE andTSH (see Eq(8)) canbe evaluatedithout explicitly
calculating the NACs ( ) by usingthe timederivative couplings . This is particularly
useful in the case ofiethods and programs for which analytical N&@enot availableThe
couplings can be evaluated using finite differences as proposkdrmynesSchiffer ar Tully

(HST) as?
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(79

where
(79

are wavdunction overlaps between consecutive tirsteps. This expressioncan be more

convenientlywritten as’®®
(80)

The approximate couplings obtainedthin the HSTscheme are in good agreernevith the

analyticalcouplings®’®

For methods witlexplidt waveunctions (MCSCF, MRCI, etc.), E¢80) can be directly
used®® In the case oflinearresponse methods (CC, ADAODDFT, etc), an AMEW
corresponding to theonfiguration interactioMnsatz

(81)

is considered, where are Slater determinants (with a single excitation from orbitado

orbital a) andthe lineasresponse coefficients from Eq.(62) are takerfor ;263 373373

(82

Meek and Levine have proposed that a better approximation than the HST may be obtained
if the couplings ar@averaged over the time inteivafter interpolating the wafunctions using a

unitary transformatiof® In their norm-preserving interpolatiofNPI) scheme, the couplings are

(83

where and the transformation matrix is given as
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(84)

The multistate generalization of this formalisndéivedin Ref., where it is discussed that the
NPI approacleffectivelytakesthe logarithm otheoverlap matrix, allawing for considerat# time

scale speedp.

With the implementation of NAMMQC dynamics based on semiempirical methods, the
computation cost associatedth the coupling evaluation becomese&riousissue. Some savings
may bemadeif the number of states to be considered in the calculation ofdt@ings is
reducec®” 370 3"*Moreover, the couplings may be estimated from the CI coefficient alone,
neglecting the orbitalerivatives, as done in Ret&378

Usual implementations of the HST approaekculatetime deivatives (and wavienction
overlaps)nthebasis ofSlater determinanf§® 3*Suchdeterminant derivativéDD) approaches

approximatelyscaleto for a CIStype wavefurction, where and are the
numbers of occupied amirtual orbitals.This scaling results from the number of determinant pairs

( ) times the cost of computing tleeerlap between two nonorthogonal determinants,

which using the Lodwin formuf&scaledo . The computational effort can be latg reduced

if certain determinant overlaps terms are neglected when the product @ ltheefficients drops
below somehreshold or if theG H W H U Rekcdbi@) Wafivis too high® Plasseet al38! have
shown that therare substantiaredundanciesn the overlap calculations. If repeated terms are

stored and reused, the effective scalmtheiroptimizedDD approachreducesrom to

. (See also Ref$238for some historical background on such optieizvavefunctions.

A different approach to compute the time derivatieeplings within the HST approach
beenproposedy Ryabinkin,Nageshandlzmaylov. Theyhave shown that if the time derivatives
of a CIStype wavéunction are conputedon the basis ofmolecular orbitalsdrbital derivative

approach OD), rather than in a basis of determinants, the scaling is then reduced from

in thefull-DD approach to 384
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BoththeoptimizedDD andOD approacks haveshown excellent results in comparison to
the full DD, with significantly reducd computational costs involdein the evaluation othe
couplings The optimizeeDD approach, however, counts with a couple ofdtheantages over the

OD approach: it scales bettter andit can be directly applied to high excitation ranks. The

OD algorithm haseen recently implementddr TSH, beingavailable for TDDFT,TD-DFTB,
CIS, ADC(2), and CC2°° The optimizeeDD algorithm hasilso beermplementedor TSH, and
it is available for MCSCAMRCI,*8*and TDDFT 38°

The use ofAMEW based on LR coefficientas thosen Egs. (81) and (82) has been
generalizetf®> 2°° and popularized beyond the commation of timederivative NACs. These
auxiliary functionshave been user the calculation of variousother properties includingpirt
orbit couplings:’® 373 3&ransition dipole moment&®? ¥’ nonadiabatic coupling vecto?% 388

and Dyson orbital&?%3%

5 Spectroscopic simulations based on NA-MQC dynamics

During the execution of NAMQC dynamics, the senrtlassical nuclear phase space is
populated, generating an ensemble of nuclear geometries and momenta intdetertonic
states, and distnlied as a function of time. Thauclear ensembl@approach (NEA) can be
explored to simulate fferent steady and timeesolved spectroscopic techniques, including

inhomogeneous broadenift3°?

Usually, working as post-processingf the dynamics restd, the nuclear ensembles have
been applied for simulations of a large variety of timesolved spectra, including two
dimensiona|differential transmissigf®® photoelectrogt® 217 325, 38890, 394397 |trafast Augeft 398
and Xray photescattering* spectroscopies. These developments and applications have been
based on a broad range of approximations and electronic structure methods, from simple estimates

of transtion probabilitied* 325 387,395, 3980114 jnyolved modelingof transition moments.’: 389 3%.
400, 402403
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5.1 Steadystatespectroscopy

5.1.1 Photoabsoption spectrum

Photodsorption spectrara usually simulated before NMQC dynamics as a way to

generate initial caditions for the trajectories. In a typical situation, an ensemble :

containingNp phasespace pointwith nuclearcoordinates anthomenteR andP, is created in the
ground state by either propagatingggroundstate trajectories or sampling soatequat@hase
space distribution. A convenient option is to assume that the ground state motion is harchonic an

employ a Wigner distribution for the quantum harmonic oscillator, to sample normal coofdinates
404-405

(89)
where

(86)

In these equations;, andp; are thecoordinaes and maenentfor each normal modewith reduced
mass Pand angular frequency. (The impact of chosingeithertrajectories or distributions to
build the ensemble is discussed in SerWhatever method is chosen to buifet ensemble

, as soon as it is readyephotoalsorptioncross section can be computed®és

: (87)

whereE is the photon energybfis the vacuum permittivity; is the speed of light, anelandme

are the electron charge and massis a normalizegharpline shapgGaussiaror Lorentzian for
instancé centered at the vertical transition energy between the ground stefgate 1)and the
electronc statel ( ), computed at for each of the ensemble geomd®ries is the oscillator

strength between the tvatatesat the same geometiA.total of  electronic stateareincluded.
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The parameter@s the width of the line shape function . Because this parameter is usually

chosen to be much narrower thdre width of the absorption band, it does not significantly

interferewith the simulated spectrum.

Fig. 8 Spectrum simulation with the nuclear ensemble approach. hidhearmphase space in the source stais
populated either with a probability distribution function (left) oa dynamics(right). 2. For each point in the
ensemle, the transition probability between the source daded the targestatel is computedThis probaility is

a function of the transition momemepreseated by the oscillator strengthin the figure) and of theesonanenergy

'ExL between the stade3. The spectrum is obtained as an incoherent sum of these transition probabilities, broadened
by a thin line shape functioithe spectrum can be usedsilect initial conditions for NAMQC dynamics as well as

be the result of pogirocessing NAMQC simulations. Several types ofspectrum (absorption, emission,
photoelectrontime-resolvedetc.) can be simulated lappropriate choice dhe initial ensemble definitigrihe states
involved, and the probabilitjunction.

The absorption spectruoomputed with th&EA (segFig. 8, Eq.(87), is able to provide

a reasonable approximation for thiesolutewidth and absolute height of the absorption bands. It
also allows estimating the shift betwethe vertical excitation andhe band maximum and
because it goes beyond the Condon approximatiolelivers theintensity of darkvibronically-
coupled bandsas well*®® The NEA, however, does not contain any information about the

vibrationalstructure and it does not recover the band asymmetry¥ell.
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The shortcomings of the NEA are related to the lack ofrimf@tion on the excited states
(beyond the vertical excitation energiedje may recall that from a tirgependent perspective,

the photoabsorption is given by the Fourier transform of the dipole correlation futfiien

(88)
where and

(89)
In this equation, is theinitial molecularwavdunction (see Eq3)) and the dipole
operator.

In Ref4%, we discuss which approximations should be imposed to so that the

photoabsorption cross section is reducdfigq87). In fact, it is shown that the suoverensemble
pointsnin Eq.(87) correspondto a Monte Cad integration over theuclearcoordinates implicit
in EQ.(89)

(90

In the late 1960sKubo*® laid the grounds to compute from an ensemble of

trajectories.Ben-Nun and Martinez also directly evaluated B&f) from MS wavefunctiongo
calculate absorption and Raman spetiftiore recently, Petit and Subotnik proposed a hierarchy
of approximations involving #&jectories propagation in the ground and excited states, to obtain

AT412 Moreover, hey have derived @xessions for both, MFE and TSH, showing that

can be written as a function of tekements of thelensity matrix coming fromEq.
(8) for eachtrajectoryn. Such approach goes much beyond the NEA and allows to recover the full

band shape, including the vibrational structure.

All methodddiscussed above are relatedtie timedependent approach to the spectrum,
as given byEqg. (88). TSH has also been used to provide complementary information to the

conventional energgigenvalue approach, where the spectrum is evaluated as a sum over all
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vibronic transitions between stateibrational levelm of the electronic ground state and the

vibrational leveh of the electronic state:*12

(99

In this equation, Is a Boltzmann distribution of ingi states and are transition dipoles

moments. Such an approach results in a stick spectrum, which is usually broadened by shape
functionswith arbitrary width. Using the fact that tekapdunctionwidth is relatedo theexcited
VWDWH OLIHWL Rkt Pédseid* haveVwrdpoged to use lifetimes fitttdm a short

surface hopping dynamics to provide a paramiees spectral simulation.

5.1.2 Photoenissionspectrum

The geadystateemission spectrum is analogous to photoabsorption, with the difference
WKDW WKH HQVHPEOH VKRXOG EH EXLOW IRU WKH H[FLWHG V

thedifferential rate of expontaneous radiative emisgdimensionless) is giveryf®
(92

In the case of stimulated emission, the spectrum may still be computeBq({BV). For steady
phosphorescence, E(92) can be used, buwith oscillator strengths and energy transitions
calculaed in a spirmixed representatiofhis result, obtained in the nuclear ensemble approach,
shares the same advantages andddeés#ages as those discussed in the previous Section for the

photoabsorpon.

The ensemble used to compute the emission spectrum may stiitédeedusing the
distribution function in Eq(85), but, adafed to the excitegtatenormal modes. Alternately, the
ensemble can be bufitom NA-MQC trajectories*® For a steadsgtatespectrum simulation, the
initial transient dynamics should be discarded, and only points obtained after eqoitibnathe

minimum of the &cited states should be considered.
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5.1.3 Photoelectron spectrum

The steady photoelectron emission intgnisi the NEA is (area/energyyf

(93
where the binding energy is defined in terms of the photon eneEgnd the kinetic
energy of the emitted electron .  is anormalized sharp line shape wihvidth (centered at
the ionization potential calculated between the initial statef theN-electron molecule and
the stateNof the -electron molecule s the ionization cross section betwdeand N
Both and are computed for each nuclear geom&yn the ensemble.

The ionization cross section is given*&&’

(94)
wherek is the momentum ohte ejected electron, whose wawgction is . is the Dyson
orbital

(99
Alternatively, the photoionization cross section camsib®ly approximated for

(96)

For a moraigoroustreatment of the continuum states, Be*'8
5.2  Time-resolved spectroscopy

5.2.1 Pump-probe spectrum

Time-resolvedoumpprobespectroscopy haveen fundamental to reveal the nonadiabatic
dynamical evolution of molecular systems the femtosecond scaf:*?° Typical experimental
setups employ two laser pulskisting the molecule with a conthable delay. The first pulse

excites the systerfUV/vis for pumping valence states:Ray for core statesyvhile the second
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pulse probeshe response of the molecuditer evolving for a period Depending on the probe
wavelength, different types of response wilbe monitord, including stinulated

absorption/emission, photoelectron emission, aneXéttations

Fig. 9 Comparison between experimental (a) &i8H simulated(c) differential transmission as a function of the
time delay and of the wavelengtReproduced fronReprinted by permission from Macmillan Publishers |Ref.
393 copyright 2010.

The simplest approximation isto simulate timeresolved spectroscopy using NAQC

dynamics is to use the nuclear ensemble approachsdisd in Sectigh.l| but for specific time

intervals. In pratical terms, after finishing the NMMQC simulations, the results are splitatime
intervals, and spectra are built separately for each one. This procedure has heen inséahce,

to simulate the timeesolved differential transmissiamtheretinal chromophore by Foet al.3%

Fig. 9. In these simulations, for eacHd.time intervalthe absorption and emission probdias

from the active state into the ottetatesvere computed. Then, all contributions were added

the result was convoluted with Gaussian functions to match the experimefgak¥iution.

NA-MQC dynamics haslso beenused as a basis for simulations toheresolved
photoelectron spectroscopfTRPES)?4 216217, 325, 38390, 394397 Bennett, Kovalewski, and

Mukamef* have shown that the tirresolvedcase can still be written analogously to E&§), but
with the initial ensemble distribution given by tBesemblgyopulation of gatel atthe

time W the same spirit as that of tiamesolved stimulated emission, the dynamics results are
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split into time intervalsand the photoelectron is computed for each interval separately, to simulate

the time delay between the photoexcitatamd the photoionizatiohus, theTRPESbecomes
97)

where the binding energy is defined in terms of the two laser pugE; (pump)

andE: (probe) Different from the $eady resultjn the TRPES a significant fraction oélectrons
is ejected withow kinetic energieslue toa rearrangement of the nuclear waaeketcaused by

its interaction with the probe puld® For this reason, the sharp line shapeadoptedfor the

steadystate spectrumhas been replaced by a rectangular functionwith a threshold at
399 Simulations comparing theeaked vibrational background (PVB)

model with  and the constant vibrational background (CVB) model witharediscussed in

Ref3%,

Going beynd the NEA, timeresolved spectrum can also be simulateinfNA-MQC
dynamics using more involved approaches. Fingerhut, Dorfman, and Mukamel, for instance, have
developed a methodology for calculation of UV pulRpprobe spectra based on T$HIn their
approach, the TSH results are used to reconstruct titecstate vibrational Hamiltonian. Then,
IXOO TXDQWXP SURSDJDWLRQ RI WKH *UHHQYV IXQFWLRQ LV

Transient Raman spectra can be simulated followiagrotocopresented in Reéf2 The
spectral signal izomputed for each geometry in the ensemble generated from dynamics by
computing the rani2 static polarizability tensor of tredectronicexcited state. The calculation of
such quantity, although still tirreonsuming, has been enabled by recent developments of
analytial Hessians at (LR) TDDFT levéd®

An excellent general discussion on the use of ensembles to computeesivhesd

photoelectron, Augeelectron, and Xay photm scattering spctroscopy can be found in Réf.

5.2.2 Two-dimersional electronicspectrum

Two-dimersional electronic spectroscopy2DES) is a nonlinear optical technique,

measuring the full nonlinear polarization of a quantum system in third order with respect to the
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field-matter interactiort?*In a typical experimental 2DES set tithe molecular system is excited
by a sequence of three pulses, with relative deldgsd K/This pulse sequence creates a nonlinear
polarization that emits a field delayed kgafter the third pulseThis field is measuredand the
signal is Fourier transformed with respect And k/for fixed W The plot of the result as a
function of the excitation frequency: and the detection frequency, is the 2D spectrum with

the information on the thirdrder nonlinear optical response of the system

Mukamel and ceauthors have developed teemof-states(SOS) method, which allows
computinggeneral optical properties of maeiectron systems. In gacular, the thirdorder static
polarizabiity can be obtained from a suai-states including the transition dipole moments and
excitation energies between ground and excited states as well as betwarentd#cited states
(see Eq(4) of Ref?°)). The SOS result has been recently explored by Ga®da®d_ fV JURXS WR VL
2DES baed on QM/MM TSHlynamics®%®: 415 42although it has deliveregromisingresults, the
drawback of this approach is taeomousnumber of electronic states required in the simulation;
2DES for adenine, for instanagglled for150 state4?® Alternatively, 2DESsimulated with either
hierarchy equations of motio(HEOM) or numercal integration of Schrodinger equatigNISE)
methods usin/IFE andTSH dynamicshas been described in RéP$.427

6 Software resources for NA-MQCdynamics

With the increasing popularity of NMQC dynamics differentimplementation®f these
methodshave been madaublicly available These simulationseedenergies and classical forces
(potential energy gradientsyvhich are routinely obtained using standaedectronic quantum

chemistry(EQC) codesNon-adiabatic couplingareavailablefor several methodsr numerically

evaluated (Sectigh.3). Most of the &ailable codesmplementone ofthesetwo strategies:

x Dedicated NAMQC patformsfed by an interface to EQC programs
x StandardeQC codes that have incorporatéd-MQC algorithms.

The firststrategyinvolves some processor overload becdtsguentl/O associated with
the execution of externak@grams, which are not always optimized to perfarmderthe same

conditions. The second strategy involves less overload but also limits simulations to those
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electronic methodsnplemented in the EQC code and usually provVishéted options to control

the simulations.

In[Table 2 we provide a survey afeveral programs witavailable NAMQC options

Given the rapid development in the fieldpra than a list of all existing softwatevhich for sure
would beoutdatedwithin a few month$ we intendto highlight some of the offered flavors for

NA-MQC simulations inavariety of implementations.

Table 2. Survey of NA-MQC implementations of NA-MQC in public sdtware.
Program Electronic structure NA-MQC method Refs. Websité
methods
DedicatedNA-MQC dynamics software
ANT analytical PES FSSH, FSTU, FSTU/SD, 84 [comp.chem.umn.edu/gnt
CSDM, MFE,
army ant tunnelling
COBRAMM MCSCEF, FSSH 428429 [sites.google.com/site/cobrammhomegda
MRCI/OMX,
QM/MM
DFTBABY TD-(LC)-DFTB FSSH 430 [www.dftbaby.chemie.urivuerzburg.dp
JADE LR-TDDFT, FSSH 431 liadepackage.qithub.io/JADE
CIS, ADC(2)
LIBRA Analytical PES FSSH, GFSHMSSH, MFE 432 [github.com/QuantuADynamics |
(external fields) Hub/LibraX
NA-ESMD CEO, FSSH 293 Contact authors

TDHF/semiempirical,
CIS/semiempirical
NEWTON-X MRCI, MR-AQCC, FSSH 433434 [www.newtonx.ord
MCSCF, ADC(2), CC2, (IC and ISCG)
CIS, LRTDDFT, XMS-
CASPT22TD-DFTB2
QM/MM, analytical PES,
userdefined PES

PYxAID RT-TDKS, FSSH, DISH (external fields) 73,351 [acsu.buffalo.edu/~alexeyak/pyxaid
RT-SCCGDFTB
SHARC MCSCF, MRCI, FSSH, SHARC 129

MS-CASPT2, ADC(2)
LR-TDDFT, analytical

PES
Electronic structure software with NMQC options
CPMD LR-TDDFT, ROKS, FSSH, MFE, CTMQC? 147,38, 371, [cpmd.org
QM/MM (IC and ISC) 435
GAMESS CASSCF AIMS 177, 436437 msg.ameslab.gov/gamgss
GPAWA RT-TDKS MFE 842, 438 wiki.fysik.dtu.dk/gpa
CHEMSHELL? MRCI/OMXx FSSH 44,439 chemshell.orfy
MOLCAS SA-CASSCF FSSH 440 | molcas.orf
MOLPRO CASSCF MS-CASPT2 AIMS 95, 441 molpro.ne
Morac? FOMO-CI FSSH and AIMS 97,172, 442 Contact authors
(IC and ISC)
OcTOPUS RT-TDKS MFE 443 gitlab.com/octopugode
TURBOMOLE LR-TDDFT FSSH 444445
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Q-CHEM LR-TDDFT, CIS FSSH, AFSSH 7778, 446 [g-chem.conh

aDevelopment versiort. All websitesaccessd on September 22017.

The available implementations target at different kind of systems: smaoddicules and
medium size molecules (mostly for organic chemistry and biomolecular applications), large
systems with localized excited statasd large systems with delocalized excited statssally
nanomateriabpplications).For the small and mediumatecules, programs implementing NA
MQC with the multt and singlereferencemethods discussed Eaectio are regularly used.
When the electronic excitation spatially constricted, these methods can be combined with force
fields todescrile large-scalesystems within QM/MM frameworks 32 190, 193, 442, 4449 Strategies
to ease the computational cost include the p@@meterizedtlectronic methods or further

approximations to the NAMQC methodsFor nanescaled materialglensity functionamethods

(Sectiom4.2), especiallyin theRT-TDKS variant,emerges as tharimaryadopted approach

Because of italgorithmic simplicity and robust results, TSH is by fdre most popular

NA-MQC schemegTable Zlists several programs whose ttentralfocus is TSH. This is the case
of NEWTON-X, 433434 DFTBABY,**° JADE, *3 CoBRAMM,*?8 PYXxAID , "% 3% andSHARC.1?° Moreover,
there are publically available implementations fomadinNA-MQC schemes, including MS and
MFE.

Since 2007, we have been developingMeevToN-X platform, dedicated to TSH using
the interface stratedy>*** NEwTon-X allows simulating the whel TSH dynamics from the
generation of initial conditions to the statistical analysigh an extensie range of electronic
structure methods, from MRCI and XMSAPT2 to LRADC(2) and LRTD-DFTB, and model
Hamiltonians (Tully 1D*3 2D conical intersectiorf°® spin bosoff?). Several algorithms are
available in the program, including local diabatian (Sectio @ HST couplings with either
OD or DD approaches (Sect|drB), and SDMdecoherence corrections (Sec. Moreover,

NEWTON-X counts on modules for spaatn simulations based on thaclear ensemble approach

(Section, enabling simulations ofsteady and timeresolved absorption, emission, and
photoionizationspecta.®®® 4% A recentlydeveloped external codePySOGC enables calculations
of spinorbit couplingswith LR-TDDFT.3"3

CoBrAMM from Garavelli andcoworkersis tailored to perforrMCSCHMM simulations

of organic and biomolecular systemihin the FSSH approximatigt®42° TSH within QM/MM

72



partitionsis also included ilNEwTON-X, CPMD,*"tandin a development version GHEMSHELL . **
127,173, 452

Pyxaib "® 31 focuses orlarge condensednattersystemswith TSH bagd onRT-TDKS

approach(Section4.2.9. This program provideaccess tdhe severalmethodsdeveloped by
3 U H] K G R ¥ ItinpRxehts th@eglect of backeactionapproximation (NBRAalso known

as Classical Pathapproximatior), which considers that the nuclear dynamics is not strongly

affected bythe electronic dynamia@ndemployground statérajectoriesas a proxy for thexcited

state dynamic$®

SHARC, developed byGonzéleZ JU Rii$ersa platform for NAMQC simulations
consideringnternalconversion spirtorbit, andradiationmattercouplingswith thehomorymous
method(Sectior@.lzgv 1® This code allows using differeab initio approachewithin TSH.1%°
The NA-MQC treatment of intersystem crossing is also implementedMomcfV GHYHORSPHQ

versionby Persico and Granucéf with the FOMQCI semienpirical method®’ It has also been

recently implemented iNEwTON-X .78

A series of TSH implementatiahas been done witla focuson reducing computational

costs. It includeshe NA-ESMD code from Tretiak and collaboratg® enablingTSH with CEO,

CIS, andTDHF (Section4.2.3 based orseniempiricalHamiltonians’®® Reduced computational

costs are alsachieved withTSH dynamicdased oriMRCI/OMx and FOMQGCI semiempirical

methods (Section|4.1) implementedin development versiaof CHEMSHELL and MOPAC

mentioned aboveRYXAID has an active strategy of cost reduction to enableM@FC for nane

scalal systems, with its singledetermirant KohnrSham (Section |4.2.5 and NBRA

apprximations

All implementations mentioned so fdepend orexplict electronic structurealculations
usually performed simultaneously to tin@jectorypropagationThe ANT codepursiesa diferent
strategy, offering TSH and MFE algorithms based onparameterized PES® ANT allows
simulations withthe sesyHUDO DOJRULWKPV GHY H,ORI8dNhG tHe@@wdsty X KO D U °
switches with time uncertaintFSTU), FSTUwith stoclastic decoherencg-STU/SD) and
coherent switches wittlecayof mixing(CSDM).#": 747> ANT also provides an implementation of

thearmy ant tunnelingnethod*8° within the MFE approach.
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TheLiBRA platform developed by Akiov HQDE O HiV\RXIGWHO 1™ VW UWbWHJ\ Wk
opensource library including modules to perform quantumassical dynamics simulatiofi%
A large variety of algorithmss available includingmodules to perform MFEand TSH (with
FSSH, GFSHandMSSH) based on SCEF, routines to deal wittrivial crossing anddecoherence
algorithmsto compute various sorts of matrix elements with Heller Gaussaawalss number of

model Hamiltonians (Tully models, spboson, superexchange, &tc

Several electmoic structure quantum chemistry programs prowdeMQC optionsas a
complementary featur&SSH with LRTDDFT limited to ground/firstexcited statess available
in TURBOMOLE #* (see SectioE.Z.Sfor a discussion on the limitations of such approathg

code takes advantage of the analytical couplings develop&ey andFurché®! (see Setion

4.3). NA-MQC with FSSH and the A-FSSH algorithms can be run withQ-CHEM 7778 446

MoLcas*? andMoLPRO® haveimplemented=SSH and AIMS respectiveAIMS hasalsobeen
implementedn development versins of MoPAC andGAMESS, including intersystem crossing’
436, 42V FE with RT-TDKS method is available irDctorug® and in a development version of

GPAW 342,438

Lying between dedicated NMQC dynamics prgramsand EQC pograms with NA
MQC options CpPmD is a Ca-Parringlo dynanics code with its own electronic structure methods.
It allows simulating MFE with RITDKS*® as well asTSH with ROKS®® and LRTDDFT.3"!
CpmD implementatiorof TSH with LR-TDDFT includes several developments Byavernelliand
coworkers, includind.andauZener probabilitiesexternalfields, andintersystem crossintf! 184
CT-MQC has ben recently implemented a development version @Pwmp.4’

7 The accuracy problem

7.1  How reliable is NA-MQC dynamics?

Thecentral problem faced lyn-the-fly NA-MQC dynamics today igeliability. The high
computational costs to simulate electronic structur¢he-fly has led to a systematic method

downgrade, affecting tharecision and accuraof the resultgFig. 1dschematically outlines the

main types of ppblems the simulations may encounter
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To provide an estimate of the computational costs involvedAAMQC dynamics, we
may consider that the computational resources allocated to the simulations should be of the order

of
(98

whereNirajectoriesiS the number of trajectorie$single PoindS the time to compute energies, gradients,
and nonadiabatic couplings farunique geometry, Wém procesdS the duration of the chemical

process ointerestand ' Ug the integration time step for the classical equations of motion.

Fig. 10 Some of thenainsource of problems that may affect the precision and accuracy - M@& dynamics. In
the diagram, they are groupé@do three categories: Dynamicsrelated to approxiation in the time propagation
algorithm; Statisticstrelated to the diverse types of ensembles and samplingdVamdfunction +related to the
approximations in the electronic structure. Issues in Statistics mainly affect the precision of the simiilsissses
in Dynamics andVavefunctionaffectthe accuracy. The effects of the problems relatafawefunctionare usually
more important than those related to Dynamics.

Typical figures for Eq.(98) would be to simulate 100 trajectories, with single point
calculations taking 1 CPU.h each, aiming at to investigate a chemical process occurrind within
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ps with dynamics integrated with 0.5 fs time step. For such a case, the computational resources

required would amount to 200 thousand CPU.h.

Two main strategies haveen followedo cope with such high computational cosisst,
statistical ensemblese reducedo the minimumwhich affects the precision of the calculations;
and second, electroni structuremethodsare downgraded, which affects the accuracy of the

simulations

Concerning the reduction oénsemblesthe maximum statistical error uncéinty
associated with the ensemble of trajectories is roughly

(99

for 95% confidence interval. Thus, 100 trajectories will not allesolvingany process occurring

with a frequency lower than 10%. In fact, according to the statistical tests by Neksofi* 400
trgjectories may be needed to obtain statistically converged time cons@ed¢sRef® for a
discussion on how rare events may dtdl investigatedn small ensemblesAn interesting
example of the effect of the number of trajectories is given by Weiegat** Their TSH
stimulation of azobenzenebasedon 920 trajectoriesvas able to reveal strong tirgependent
oscilationsin the exciteestate population not resolved by several other simulations of the same

molecule, working with smaller ensembles.

In TSH, in particular, another kind of ensemble reduction is usuallytadofn principle,
TSH should rely on a doublensemble strategy: first, multiple trajectories maeststartedrom
the same phasspace initial point; then, the same procedure shioelicepeateftom many points
of the phase space representing the iniilatational distribution of the molecule. This double
ensemble strategyy seldom usednd, in most othe onthefly investigations only a single

trajectoryis startedrom each phasspace initial point.

Ensemble reductions are also achieved viees®e of integration time step and reduction
of the total propagation time. In Sectliﬁrz.] we have already discussed how large computational

steps may lead to wng nonadiabatic distributions due to the shape of the nonadiabatic couplings.
Additiondly, it impacts the accuracy of the numerical integrators. Short trajeciartasy, limit
the type of processes that can be investigated to the ultrafasthao@leeisof femtoseconds to

few picoseconds).
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Even with all this limitation on ensembles, NNQC dynamics generates amormous
guantity of information.One of ourmore recent simulations (Q0atoms, 50 trajectories, 3
pstrajectory 0.5 fs time step}?? for instance, have producedta inthe order of Terabyt& his
situation impose significart challenges for analysis, which must be automatized, with clear

quantitative classification ¢aria®>>4°’

The second strategy to reduce computational costs commonly adopted is to downgrade the
electronic structure leveNA-MQC dynamicsare often rurwith small double] basis sets, with
methods providingan incompletdreatment of elecon correlation, as CASSCwvhich misses

dynamicalelectroncorrelation) or TDDFT (which missemndynamicaklectroncorrelation).

To illustrate how this level downgde impacts dynamics, take for instance the case-of 9H
adenine in the gas phafed. 11). TSH computed withab-initio MXS-CASPT2222 MRCI with

single excitations, semg@mpirical OM2/MRCI, linearresponse ADC(2), and linea@sponse

TDDFT provide very different results for the ultrafaigtactivation behavior of this moleciffé

Note that despite thiearge ensemble ofunctionals none of the TDDFT simulatiortsave been

able to predict the ultrafast behavior of adenine. All of them deliver too graihd state
populations compared to the experimental result. In fact, the best result, obtained with BHLYP,
results from an error traetdf, where an underestimation of the electron correlation in the
computation of the excitation energy, compensates fowtbag behavior of the ground state

along therelevantreaction path&3®

The methoddased on wavanction theory (WFT)eported ir{Fig. 1Y (MXS-CASPT2,
ADC(2), MRCIS, and OM2/MRCI)do relatively well in the & population prediction.
Nevertheless, they all give the right answer for different reasons, as the distslofitib@main

regions of the intersection seam visited by each method (C2 puckering, C6 puckering;tdnd N9

dissociation) do not agree.

This methodological divergengs not restrictedo adenine and several other divergent
cases havbeen reporteds well. Dynamic®f the protonated Schiff PSB8 expected to follow
different paths with TDDFT, CASSCF, and higbrrelated method®? 459460 2-aminopyrimidine
dynamics based on CASSG@s#llows different pathways, depending on how #utive space is
initially set up*®’ Thymine dynamics deliverqualitatively different rests with either CASSCF
or ADC(2)2%°
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When we become aware of all this methodological divergence, it is natural to ask where it
comesfrom. Is it a consequence of the specific nonadiabatic dynamics algorithm, or is it due to

the electronic structure method?

Fig. 11 Ground state population 8H-adenindn the gas phasafter 1 ps according tbecoherenceorrected FSSH
dynamics performed with different electronic structurehmndsbased on wavanction theory (WFT) and density
functional theory (DFT.)Experimental ragdt from Ref.5%, XMS-CASPT2 resulfrom Ref??3, Figure adapted from
Ref 263, Copyright 2014 American Chemical Society.

Fdlowing the analysis ofSubotnik Ouyang, and Landry of FSSH in the context of
QCLE?Z! we mayheuristi@lly assume thaiff 1) nuclei have large momenta a@jithere are no
significant recoherencesand interferences between nuclear wave packetsnethod like
decoherenceorrectedTSH will deliver qualitatively correctresults. Admittedly, there are no
practicalcriteria in place to quantify how large should bermomentaor how much interference
is aceptable Nevertheless, comparisons between decoheremcected TSH and exact results
for model systent§ 6 79 121.462gnd MS results for atomistic simulatihgonfirm thegood
agreement between thesethods A recent benchmark comparifigsH to a numerically exact
spinboson model has confirmed that FSSspeciallywith decoherence corrections, provides
accurate resultsver awide range of parametet®: Although encairaging this good agreement
should be taken cautiously, as the dpason Hamiltoniamissesanharmonic effects and conical
intersections(Results for a spiboson modeteportedin Ref#%3 comparingMCTDH andMS on
the one hand and TSHnd MFE without decoherence corrections on the otlstiow that
uncorrected SH and MFE may fail for some coupling strength regimes anseaigive to initial

conditions)

78



Overall, thesharpdifferences pointed out above seerbéamostly caused by the electronic

structure itself. Note, for instance, that all resultgion 1llwerecomputed with the same surface

hopping set up and stidleliver different results, which indicates that the divergenocausedy

the electronic structure method. Another example showing that comes from thymine: CASSCF
dynamics computed witheither MS®’ or TSH* predict deactivation through the same
pathwaysWe recognize, however, that the databasedotrolledcomparisos between MS and

TSH is still scarc® 453 463dueto the high costs of both types of simulations.

The robustness of a method liR&H is related to the fact that many of the ultrafast
photochemistry systems of interest have strong nonadiabatic coyptivgsich the system hops
down and moveaway from the crossindJnder this condition, thieopping event does not depend
on accuratecoupling valueg'®® anderrors due to multiple crossirfysio notbuild up. We already
mentioned, here are cases, however, whdexoherence andeak couplings are iplay, and

conventionallfSH may not do wel[seeSectiorg3.1.1ang 3.2.]?.

Curiously, more than the dynamics method itself, the initial conditions selection may have
a significantimpact on the results of the dynamiBgn-Nun and Martinez have observit?
different from MS? TSH and MFE are sensitive to the initial conditionsiging method'®® In
particular, whercomparingTSH and MFE to MCTDH for a spihoson model, they found out
that the initial sampling with a quaslassical distribution delivered better results than with a
Wigner distribution. Note, however, that both TSH and MFE were not corrected for decoherence,
a factor which may havasignificantimpact ; processes with multiple population transfrin
Ref#¢7 it is shown thathe conventionalapproach osamplinginitial conditions from snapshots
of a thermal equilibrated grourstate dynamicgo start the excitedtate TSHmay render

artificially narrow initial coordinate distribudns This happens because the thermal energy at
room temperature ( ) is much smaller than the vibrational zgroint energy of
many of thenormalmodes. Tests for pyrrole comparittggrmal and Wigner samplings showed
that Wigner divered superior results for absorpti@pedrum and internal conversion time
constant. (See also Réffor adiscussio onthe effect of the narrow thermal energy distribution

on IR-excited dynamics.)

NA-MQC dynamics simulations have beerdely focusing on suipicosecongrocesses

We may expect, however, thanhgerprocesses taking place within few tens of picoseconds will

79



soon become the new target, especially when discussing the competition betweawsa inter
conversion and intersystem crossing. Then, new sources of inaccuracyavehicbstly neglected

now, will become relevant. In particular, error accumulation in the integration of the quantum and
classical equations and zegoint energy leakage in asicalvibrational degrees of freeddfn?*68

469 may become a serious concern.

The primary variable controlling the quality of thdA-MQC dynamics is the electronic
structure method. The setrgity of dynamicgo the electronic structure has its rootshe nature
of the excited states. The ground electronic state is usually energetically distant from any higher
excited state, which renders well behaved potential energy surfaces, commonly with restricted
diabaticcharacter and mostly harmonic. (Thisise ofthe reasosunderlying the good general

behavior of molecular mechanics.)

The excited states, however, lie close to each other. Thus, any minor nuclear displacement
leads taa shiftin the coupling between these states. Consequently, during dynarttieexdted
states, even if its restrictedto a single surface, say,3he molecule will visit many different
diabaticregions.A single bond stretching may change the surface character 88no SV for

examplet’®

Currently, there is no available method ableléscribe alldiabaticregiors at the same
footing. TDDFT with a hybrid functional will deliveexcellentlocalized states and poor charge
transferones®®® CASSCF willfairly predictthe nS statebut will oversoot the ionicSS by 1
eV or more'®1% This unbalanang in the description of differentliabatic characters may

artificially modulate the barriers on the excited state surfaces, forcing the dynamics to follow

wrong pathways$Table 3lists some of the problems that may occur in theMAC simulations

due to the approximations in the electronic structure methods.

The fact that therare no available affordable methods that can proviaéully consistent
description of the several regi® of the configurational spacenot limited to dynamics. It does
equally affect static calculations as well (in the next section we will discuss an example of how
static calculations have even ledthe wrong interpretation of experimental results), although to
a lesser extent, as the lower computational costs allobettertuning of the levels.

Table 3. Problems that may occur in NAMQC simulations due to approximations in
the electronic structure method
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Problem M ethods affected Solution / workaround

Overshoot of ionic state§>1% MCSCF, CASSCF Use fully correlated methods. Scale
CASSCP?Y7
Orbital exchangbetween subspaces MCSCF, CASSCF Enlarge active space
Intruder state$’ CASPT2 Enlargeactivespace. Use level shifts
Unphysical responses when the differenc:  Any linearresponse method Avoid systemshowingcrossings
between the excitation energies of two stat with the ground state
matches the excitation of a third st&te
Numerical instabilities near crossings LinearresponseCC Use a Hermitian method like ADC

between excited states
Numericalinstabilities near crossings with tr Single reference methods  Avoid systemshowingcrossing with
ground state (ADC, CC, TDDFT) the ground state. Stop trajectory at t
crossing D; and D diagnostis for
MP and CC®+285 may help to detect
MR character of the graw state

Wrong dimensionality ofritersections with Methods for which only Avoid systems showingrossirg with
the ground staté&? 252 excitation energies are the ground state. Stop trajectories
computed, like in linear the crossingUse SF?58: 472
response. Also SEASPT?2
Negative excitations Methods for which only Stop trajectories at the crossiwgh
excitation energies are the ground state
computed, like in linear
response.
Wrong dissociation Single reference methods ~ TDA may helpin TDDFT.?53D; and

D, diagnostics for MP and C&428
mayhelpto detect the problem in
ADC and CC
Underestimated chargeansfer state®*304 TDDFT Use rangeseparated functionafé®
Missing double and higher excitatiof?§ LR ADC(2), LR ALDA TDDFT Useanothemethod to monitor highe
excitations Use SF
Underestimation ofiigh-energystates’0: 312 LR TDDFT Use asymptoticallgorrected
813 functionals®*®

This lack of methods also does not mean that there is nothing to do in the field, but to
expect better and faster electronic structure methobtle evelopedOn the contraryit is our
opinionthata careful selection of methods, wiltrosscomparison between methodologies from
different families (e.g., CASPT2 x TDDFT) and respect to the limits of each approximation will
effectively allowto set up dynamicr most ofthe systemsof interest.

For instance, single reference methods like linear response TDDFT and ADC(2) may
providea gooddescription of the excitestate dynamics of many systefi$.*"3(See also Ref
for a specific discussion ddA-MQC dynamics with excited state DFTBecausehey account
for dynamical electrororrelation, they may perform even better than CASSCF, as long as the

system is moving far from the intersection to the ground state.
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Nevertheless, given the disturbing divergent results discussed in this section, is there any
way we could ensure thaupbNA-MQC simulations are not producing spurious results? This

guestion willbe addresseith the next section.

7.2 Reaction pathsor NA-MQC '\QDPLFV ZKDWfV WKH EHVW TXDQWXP FI
do?
The previous section mdye ledto somewhat pessimistic perspees for theNA-MQC
dynamics field. Let us show through an example that this does not need to be thiAelKpC
dynamics can still plag significantrole in quantunthemistryas long asts limits are respected.

A classical problem in photochemistry Haeen the double proton tisfier in #azaindole

(7TAl) dimer#’* For over two decades, there has been a délsmmetimes with even some

unusually harskone$’®2 on whether these transfers aomcerted’®or stepwisé’’ (segFig. 19.

We have recently contributed to this field, by usirgH.2®° The 7Al dimer dynamics, as
set up inthe experiments, should proceed through tunneling, whinbt consideredh TSH. For
this reason, our simulations, in principle, were not intended to answer the concerted/stepwise
guestion, but just to explore the configurational space. To our sumuiseg these simulations,
internal conversion to the ground state happening after the first proton transfer quenched every
attempt at a stepwise transfer. It veagdentthen that stepwise transfers are impossible for this

dimer either ballistically or vitunneling.

Why does this simple piece of information, which could have ended the debate years ago,
was not revealed befor&st, because most of the computational results describing the potential
energy surfaces of the dimer were qualitatively wrong, stawtiitly the CIS calculations that
JXLGHG WKH H[SHULPHQW D ¢ @ihvas\anlyih R06thaAte righfibalahteR X S
between the charge transfer and the laedditaion regins of the $ surface was correctly
described by the first time, thanks to CASPT2 calculation Merchan and Serra#mndrés?’®

However eventhen, the S conical intersection went still unnoticed.
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Fig. 12 7-Azaindok dimer. After photoexcitation, double proton transfer occlitere is a longtanding debate
whether it isconcerteddashed arrows) or concerted (solid arrdR@printedwith permissiorfrom Ref28%. Copyright
2015 Royal Societ of Chemistry.

The crossing seam was olmkedbecause the dynamics of théVdimer was thought
to be describedby a couple of hydrogen transfer coordinates dictated by chemical intuition.
However, excitegstate dynamics ipreciséy where chemical intuition may fail. Our dynamics
simulationsallowed the dimeto explore the configurational spaeatirdy, without any bias

towardsparticularcoordinatesThis is the reason it could reveal the intersection.

This example allows us to draw some general thoughts on the fgke-dfQC dynamics

andperspectives for the near future of the field.

To a large extent, the work on computational chemistry consists of determining the fate of
molecular systemisased on the energies, energy gradients, and state couplings as a function of the
nuclear coordinates. Two of the main ways of fulfilling this goal is either by computing reaction

paths alongpecificcoordinates or running dynamics.

On the one hand, reion paths computation allovegpplyingthe best electronic structure
methods, at the cost of restricting them to a biased subsatlefarcoordinates, usually dictated
by chemical intuition. On the other hamdiA-MQC dynamicssuffers from an extreme elgronic

methoddowngradébut does not impose any restriction on the nuclear coordinates.

Thus, NA-MQC dynamics is a tool to explore the configurational space of molecular

systems, to let theritical reaction coordinates to reveal themselves. It must, however, be followed
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by rigorous evaluation of the reaction pathways along these coordinates, usiAgvkigh
electronic structure methedThis second steghould become mandatory in theureif we want

to ensure the quality of our predictions.

8 Which method to use?

In this review we have discusset anormous amount of methods for NMQC dynamics
For a nomspecialist, this may lead to a feeling of lost among too many opfiAnsinstructive
orgarogramhighlighting the relationbetweerdifferent TSH algorithms is given in the review by

Wanget al!*® The reader may also profit from several topic reviews published in the last years.

They are listed 1|Table 4) Therefore, we would like to end this work with general advice on which

methods to choose.

Table 4. Survey of recent reviews on the topics discusser related to this work .

Authors, Reference

Topic

Yarkony, 2011480

Yonehareet al, 20113°

Matsika and Krause011481
Blumberger, 201582
Oberhoferet al, 2017483

de Carvalhcet al, 201416
Persico and Granuccip24 %2
Taverneli, 20153

Tully, 2012466

Akimov and Prezhdo, 201%*
Akimov et al, 2013485
Nelsonet al, 201412

Kilina et al, 2015486

Brunk and Rothlisberger, 2015
Wanget al,, 2015
HammesSchiffer, 2015
Makhovet al, 2017%2

Barbatti, 201 ¥’

Mai et al,, 2015

Subotniket al, 20162°

Wanget al, 201632

Barbatti and Cresp@tero, 2016
Weingart, 2017%3

Curchod and Martinez, 2018
Richingset al, 2015*%°

Casida and HubRotllant, 2012289
Huix-Rotllantet al, 2016472
Dreuwand Wormit, 201566
Sneskowand Christiansn, 201260
Elstner and Seifert, 20147
Szalayet al, 20112%°

Nonadiabatic theory

Nonadiabatic theory

Nonaiabatic theory: conical intersections
Nonadiabatic theory: electron transfbiogystem$
Nonadiabatic theory: electron transfer (organic solids)
NA-MQC dynamics

NA-MQC dynamics

NA-MQC dynamics

NA-MQC dynamicsperspectives

NA-MQC dynamics large-scale systems
NA-MQC applicationsphotocatalysis

NA-MQC applicationsconjugated materials
NA-MQC applications: organic and semicondugtanostructures
NA-MQC applications: biological systems
NA-MQC applicationsnanoscalénterfaces
NA-MQC applications: tunneling

MFE

TSH

TSH: arbitrary couplings

TSH: decoherence corrections

TSH: new algorithms

TSH with DFT

TSH with QM/MM

Ab initio nonadiabati@uantum molecularyhamics
vMCG

Electronic structure: TDDFT

Electronic structure: conical intersections in DFT
Electronic structure: ADC

Electronic structure: CC

Electronic structure: DFTB

Electronic structure: MC and MR methods
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Naturally, the adequatenethod will depend on each situation, balancing between how
much computational cost may be afforded, which kind of processes needs to be investigated, and
which level of precision and accuracy is desired. From our experience, for investigation oftultrafas
(few picoseconds) internal conversion, one of the best balances between these variables may be
achieved with TSH in adiabatic representation, using FSSH probabilitie€1@y)y.obtained via
local diabatization (E(33)), and corrected for decoherence with 88V method (Eq(26)). In
the case of intersystem crossing procest8s] based on sphadiabatic representation like
SHARC (Sectio@ should be adoptedf during the time evolution the system recurrently

returns to thestrongNAC region, MS may be required.

Needless to emphasize that this choice is entirely subjective, andlikebgtother
specialists would deliver a different prescription. Nevertheless, we may point out that this
methodological protocol offers the following advantages: 1) it is well tested for many systems and
its shortcomings are well known; 2) it is avaikalm diverse public dynamics packagesin3the
case of TSHit fixes some of thenost significah problems otthis methoddecoherence, trivial

crossings, weak couplings) at a minimal cost.

While we may pescribea preferredprotocol forNA-MQC dynamics, we cannot do so for
the electronic structure methof.large variety of such methods has been tested and used with
NA-MQC dynamics the approaches spamultireferenceand singlereference,ab initio and
semiemyical, wavefunctionbasedand densityfunctional methods. Each has its domain of
validity and computational costs, the variables that should be balanced when vouching for or

against any of them\We haveoutlined in Sectior]7.1 some general criteria fazhoosing the

electionic structure methadut the decisiostill need to be done case by case, unstautiny

As a last thought, NAMQC dynamicsis a powerful tool in quantum chemistgpening
severalavenues for theeseach of ultrafast nonadiabatic processes. The intense development of
methods and programs tine field in the last years hagencontiruously expandingits domains
to new phenomena, larger systems, lmdjertimes.As soon as wdinally tameall the hurdles
with precision and accuracy, we may contemplate an era whemdsoled spectroscopy silico

andin vitro will develop hand in hand.
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