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Abstract

Reliability and durability are two key hurdles that prevent the widespread use of fuel cell technology. Fault diagnosis, especially online fault diagnosis, has been considered as one of the crucial techniques to break through these two bottlenecks. Although a large number of works dedicated fuel cell diagnosis have been published, the criteria of diagnosis, especially online diagnosis have not yet been clarified. In this study, we firstly propose the criteria used for evaluating a diagnosis strategy. Based on that, we experimentally demonstrate an online fault diagnosis strategy designed for Proton Exchange Membrane Fuel Cell (PEMFC) systems. The diagnosis approach is designed based on advanced feature extraction and pattern classification techniques,
and realized by processing individual fuel cell voltage signals. We also develop a highly integrated electronic chip with multiplexing and high-speed computing capabilities to fulfill the precise measurement of multi-channel signals. Furthermore, we accomplish the diagnosis algorithm in real-time. The excellent performance in both diagnosis accuracy and speediness over multiple fuel cell systems is verified. The proposed strategy is promising to be utilized in various fuel cell systems and promote the commercialization of fuel cell technology.
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1. **Introduction**

Fuel cell technology, because of its potential for effectively alleviating environmental and resource issues, has been attracting considerable increasing attention. Among the various fuel cells, proton exchange membrane fuel cell (PEMFC), thanks to its high power density and efficiency, low operating temperature, and quick response to load, is the most promising one to be widely applied in both stationary and automotive cases. However, reliability and durability are currently two main barriers which prevent the process for its wide applications [1] [2]. Among the solutions, fault diagnosis, more particularly online diagnosis, dedicated to detecting, isolating, and analyzing different faults, has proved to be beneficial for keeping fuel cell systems operating safely, reducing downtime and mitigating performance degradation [3] [4] [5].

The operation of a PEMFC system involves multiple auxiliary subsystems
other than fuel cell stack, and requires multi-field knowledge, for example complex electrochemistry, thermodynamics, and fluid mechanics. To accurately detect and identify the faults occurring in the system is not a trivial task. During the last decade, considerable attention has been focused on the topics related to fault diagnosis for PEMFC systems.

Among the most substantial approaches, model based fault diagnosis approaches have been proposed. A review of model based methods is available in [6]. Most of these approaches are based on some general input-output or state space models, which are usually developed from the physical and mathematical knowledge of the process [7]. In [8], the authors developed an electrical equivalent circuit which can be seen as an analytical model of the concerned PEMFC system. The component parameters are identified and the variation of the specific electrical component values can be seen as the indicator of the corresponding faults. In [9], a linear parameter varying (LPV) model is built for a commercial PEMFC system. An observer is proposed based on the proposed LPV model. Then, the residuals can be computed by comparing the process outputs and the outputs estimated from the observer. The similar methods are also used in [10, 11]. Besides designing a specific observer, the parity relation is also used for residual generation procedure in a more straightforward way [12]. To carry out the above mentioned three kinds of analytical model based approaches, an accurate process model of PEMFC systems is necessary. However, modeling the PEMFC systems is a rather difficult task. Especially, the identification of fuel cell inner parameters concerning the operation, the geometries as well as the materials is difficult [13]. Even the parameters are identified, some of
them are time-varying because of the ageing degradation. In addition, the existing models are usually not able to fulfill sufficient accuracy, generalization and real-time implementability, which makes model based approaches insufficiently suitable for wide practical applications [14].

Another branch named data-driven diagnosis has been gaining increasing attention. The data-driven methods are those make use of the information from the historical data other than an analytical model. A review of data-driven methods is available in [4]. In [15], [16], and [17], fuzzy inference and neural networks are used to build “black-box” models whose parameters are obtained by fitting the experimental data obtained in fault free state. With these “black-box” models, the diagnosis can be realized by evaluating the difference between the real system outputs and the model outputs. In [18], a multivariate analysis technique, named principal component analysis (PCA), is used for diagnosis by analyzing the variables measured by multiple sensors installed in a PEMFC system. In [19], the fuzzy clustering method is used to process the signals acquired from a commercial PEMFC system in order to achieve fault diagnosis. In [20] and [21], Bayesian networks classification is used for the PEMFC diagnosis. In [22], [23], and [24], the signal processing methods, fast fourier transform, wavelet transformation, multifractal formalism, are respectively used to extract the features which are sensitive to faults from the fuel cell stack voltage signals. Although some interesting preliminary results have been proposed in the frame of data-driven diagnosis, the online validation of those approaches in different real PEMFC systems has not yet been announced.

Actually, some criteria have to be satisfied to realize online diagnosis for
PEMFC systems serving in real conditions. First, the sensors for measuring the variables serving as the inputs of the fault diagnosis approach should be minimized and arranged in limited space. The intrusive and/or costly sensors or instruments should be avoided whenever possible. Second, the diagnosis accuracy should be maintained at a high level with respect to different faults and different PEMFC systems. Third, the online diagnosis approach needs to be computationally efficient since it is usually implemented in some “on-board” embedded system with limited computational power available [25, 26]. Fourth, because of ageing effects, fuel cells’ behaviors are time-variant. The diagnosis approach should be capable of being adapted online. In addition, the serial-connected single fuel cells which compose a fuel cell stack are usually considered to be identical in the existing approaches. Nevertheless, the inhomogeneity among cells should be more emphasized when we talk about “faults”. This is because usually a proportion of fuel cells fall into faulty state first when a fault occurs [27, 28].

In this article, we propose and experimentally demonstrate an online fault diagnosis strategy for PEMFC systems. To achieve the diagnosis goal, we designed an reduced volume application specific integrates circuit (ASIC) which integrate multichannel voltage sensors of giant magneto resistance (GMR) type, and a field programmable gate array (FPGA) based computing unit [29, 30]. The individual fuel cell voltages can be precisely measured and treated as the input variables of the diagnosis approach. The discriminant features are extracted using fisher discriminative analysis (FDA) from the vectors composed by cell voltages and classified the features using support vector machine (SVM) into different classes that represent different states of
health. Besides the requirements for a basic diagnosis approach, the novel fault detection and online adaptation functions are also developed and added to the proposed approach. They are realized through using specifically designed diagnosis rules and an incremental learning method. We verified the efficiency of our strategy via the experiments on several stacks and multiple faulty types. To our knowledge, this work is the first to provide a high-performance online diagnosis strategy implemented in an ASIC for PEMFC systems.

The rest of the paper is organized as follows: the development process of the proposed diagnosis strategy is given in Section 2. Section 3 and Section 4 present respectively the diagnosis approach and the ASIC designed to realize diagnosis function. Experimental platform and database preparation are described in Section 5. Diagnosis results are summarized and analyzed in Section 6. We finally conclude the work in Section 7.

2. Diagnosis strategy development process

The proposed data-driven diagnosis strategy consists of offline and online stages (see Fig. 1(a)). The feature extraction (FDA) and the classification models (SVM) are trained and tested offline. The objective of the test stage is to optimize the parameters used for SVM. The trained models are implemented online to achieve the diagnosis goal. Moreover, based on the data sampled online, the SVM model can be adapted online.

The realization process is shown in Fig. 1(b). In the offline stage, the historical data (individual cell voltages) are measured using the GMR sensors integrated in the ASIC and saved as the training and test database into a
PC. Then the diagnosis model is trained using the PC and programmed into the memory of the ASIC. In the online stage, the variables (individual cell voltages) are measured and processed using the ASIC with the model trained offline.

3. Diagnosis approach

In this section, the diagnosis problem and the involved methodologies are presented mathematically in a general manner. Actually, the main focus of this paper is to provide the completed implementation process of the proposed diagnosis strategy, which includes both software and hardware developments. The mathematical details of the involved algorithms are provided by citing several published works.

3.1. Problem formulation

The diagnosis approach proposed in this study belongs to the category of supervised methods. The basic tasks of fault diagnosis, i.e. fault detection and isolation, can be abstracted as a typical pattern classification problem (see Fig. 2).

Suppose that the fuel cell stack in a concerned system is composed of $M$ single fuel cells. At a certain time, the individual cell voltages are measured and denoted as a vector $\mathbf{v} = [v_1, v, \ldots, v_M]^T$. Suppose that we have a training dataset $\mathbf{V}$ which consists of $N$ such vectors, i.e. $\mathbf{V} = \{\mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_N\}$. These vectors are known to be distributed in the classes denoted as $\Omega_0$, $\Omega_1$, $\Omega_2$, $\ldots$, $\Omega_C$, in which the class label 0 corresponds to the fault free state, while 1, 2, $\ldots$, $C$ correspond to the faults of various types. The class label $g_i$ of vector $\mathbf{v}_i$ is known in prior. Based on the dataset $\mathbf{V}$, a function denoted as $F(\cdot)$
Figure 1. Diagram of the proposed diagnosis approach and of the realization process. (a) Workflow of the proposed diagnosis approach. (b) Realization process of the diagnosis strategy.
can be trained offline. Through the function, the class label of a given vector formed by the cell voltages can be determined as

\[ g_n = F(v_n) \]  (1)

The diagnosis procedure is the process of implementing this function online.

Figure 2. Principle of classification based fault diagnosis. The implementation of the approach can be divided into three steps. (a) The historical data in both health state and concerned faulty states are collected as the training data base. In this case, the data are distributed in three classes: normal, fault 1 and fault 2. (b) A classifier is trained based on the training data base. The trained classifier is described as the boundaries among the classes. (c) The trained classifier is performed online. According to the classifier or the boundaries here, an arbitrary online sample is classified into one of the concerned classes. Fault detection and isolation is thus realized. In this case, the online sample is classified into fault 2 class.

A large dimensional number \( M \), i.e. the single fuel cell number, may
cause a heavy burden of online computation and a reduced diagnosis power. We therefore propose a two-step diagnosis procedure to solve the problem as follows: a feature extraction stage to reduce the original data dimensional number is carried out first, as

\[ z_n = f_1(v_n) \]  

(2)

where \( z_n \) is a \( L \)-dimensional vector composed of features (\( L < M \)). Then, the classification is implemented in the feature space as

\[ g_n = f_2(z_n) \]  

(3)

Such that the diagnosis procedure is transformed into a two-step procedure. By comparing several representative feature extraction and classification methods from the point of view of diagnosis precision and computational complexity, FDA and SVM methods were selected as the feature extraction and classification tools, respectively [31].

3.2. Principle of FDA

FDA is a supervised technique developed to extract the features from the data in the hope of obtaining a more manageable classification problem [32]. The objective of FDA is to project the data into a lower dimensional space in which the variance between classes is maximized while the variance within an identical class is minimized. Through the training process, \( C \) projecting vectors (\( C \) fault types in the training dataset), denoted as \( w_1, w_2, \ldots, w_C \), can be determined in the offline training phase. The features of the vector \( v_n \) can be computed as \( z_n = [w_1^T v_n, w_2^T v_n, \ldots, w_C^T v_n]^T \). The details on FDA implementation can be found in [31].
3.3. Principle of SVM

SVM is a classification method developed originally by V. Vapnik in 1998 and has been considered as the present state of art classifier \[33\]. SVM functions by projecting the data into a high-dimensional space and constructing a hyperplane which separates the cases of different classes in this space. Different from the basic SVM, spherical shaped multi-class support vector machine (SSM-SVM), considered as a modified version, was employed in our approach \[34\]. The principle of SSM-SVM is to project the original data into a high-dimensional space and seek multiple class-specific spheres which enclose the samples from an identical class while excluding those from the other classes in this space (see Fig. 3). The projection from original space to high-dimensional space and some data processing are realized by introducing a kernel function and playing “kernel trick”. Training a SVM classifier can be finally abstracted as a quadric problem, while implementing a SVM classifier involves a small proportion of the training data which are named “support vectors”.

To determine the class label of a sample $z_n$, the following criterion is used

$$g_n = \arg \max_i G_i (d_i(z_n)) \quad i = 0, 1, 2, \ldots, C$$

where $G_i$ is a smooth monotonous decreasing function, $d_i(z_n)$ is the distance from $z_n$ to the $i$th sphere center and it can be calculated based on training result. See \[14\] for more details of SSM-SVM classification.

3.4. Diagnosis rules

A conventional classification method can only classify a sample into a known class. It will lose its efficiency as a sample comes from a novel class,
Figure 3. Principle of SSM-SVM classification. The training data are distributed in three classes labeled by class 1, class 2 and class 3. Through nonlinear mapping, the original data are projected into high-dimensional space (3-dimension in this case). In the high-dimensional space, the class-specific spheres can be found through training. The class-specific spheres enclose the samples from a specific class, while excluding those from the other classes. These spheres can be seen as the class-specific boundaries in the original space.
i.e. a novel faulty mode in our case. In order to recognize the novel faulty mode, we propose to set boundaries for the spheres in high-dimension space. The samples from a novel cluster can thus be detected if they are outside all the closed boundaries. To realize this, the function $G_i$ in terms of $d_i(z)$ is defined as

$$G_i(d_i(z)) = \begin{cases} 
0.5 \left( \frac{1 - d_i(z)/R_i}{1 + \zeta_1 d_i(z)/R_i} \right) + 0.5 & \text{if } d_i(z) \leq R_i \\
0.5 \left( \frac{1}{1 + \zeta_2 (d_i(z) - R_i)} \right) & \text{otherwise}
\end{cases}$$

(5)

where $R_i$ is the radius of $i$th sphere, $\zeta_1$ and $\zeta_2$ are constants that satisfy $R_i\zeta_2(1 + \zeta_1) = 1$. It could be proved that $G_i : \mathbb{R}_+ \to \mathbb{R}_+$ is a smooth decreasing function with $\lim_{\tau \to \infty} G_i(\tau) = 0$.

It is considered that a sample $z$ belongs more probably to the class with the shortest distance from the sphere center to the sample. However, if this distance is still larger than a threshold, we will consider the sample is from a novel class (novel fault mode). Mathematically, the diagnosis rule is

$$g_n = \begin{cases} 
\arg \max_i G_i(d_i(z)) & \text{if } \max_i G_i(d_i(z)) \geq \delta_i \\
\text{new} & \text{if } \max_i G_i(d_i(z)) < \delta_i
\end{cases}$$

(6)

where the threshold $\delta_i$ is determined based on a calibration dataset with $N_i$ elements, and a way to fix its value is to use the 3-sigma law:

$$\delta_i = M_i - 3 \sqrt{\frac{1}{N_i} \sum_{g_n=i} (G_i(d_i(z)) - M_i)^2}$$

(7)

with $M_i = \frac{1}{N_i} \sum_{g_n=i} G_i(d_i(z_n))$.

3.5. Online adaptation method

Traditional SVM training is performed in one data batch and it must be redone from scratch if the training dataset varies. The computational
cost for the training procedure is usually heavy and realized offline. To realize online updating of the classifier as time goes on, we propose here an incremental learning method for training the proposed SSM-SVM [14]. In this method, the solution for \( N+1 \) training data could be formulated in terms of the solution for \( N \) data and one new data point. The light computational complexity makes the incremental learning procedure suitable for online use. The theoretical deduction of incremental learning can be found in [14].

4. ASIC developed for implementing the diagnosis approach

Since the input variables for the diagnosis approach we propose are individual cell voltages, a sensor capable of precisely measuring the voltage signals of low amplitude and multiplexing is required. We propose here an integrated voltage sensor which is based on GMR technology [29]. Compared with the traditional Hall effect sensors which are commonly used for voltage or current measurement, the GMR sensors exhibit a much higher sensitivity especially in low current (voltage), high precision applications [35]. Knowing that a single cell voltage is usually less than 1 V, GMR sensors are well suited in our case. Moreover, the sensor developed here also improves the present state of the art in the aspects of increasing insulation capability (> 2000kV) [36].

To implement the proposed diagnosis approach, multiple GMR voltage sensors are packaged with a commercial system on chip (SoC) FPGA device which functions as the computation and communication unit. As shown in Fig. 4(a), these components are designed in the form of a 3D integration circuit. The upper layer taking charge of computation and communication can
be seen as the “main board”. In this layer, the Smartfusion on-chip system
developed by Microsemi is integrated. The device integrates an FPGA fab-
ric, an ARM Cortex-M3 Processor, and programmable analog circuitry. The
ARM Cortex-M3 processor is an 100 MHz, 32-bit CPU. The programmable
analog circuitry can function as the D/A and A/D conversion blocks. This
integrated device is equipped with up to 512 KB flash and 64 KB of SRAM.
Besides, another two 16 M memory chips is added to the system. With the
abundant connecting ports, different kinds of communications can be realized
with other devices. The other two layers, which are equipped with GMR sen-
sors, are adapted for measuring multi-channel voltage signals precisely. The
appearance of the 3D ASIC and the test board are shown respectively in Fig.
4(b) and Fig. 4(c).

5. Database preparation

In order to generate the database for training and testing the diagnosis
model as well as validating the performance of online implementation, we
carried out a series of experiments including the ones under normal operating
condition and faulty conditions. The faults created deliberately cover the
abnormal operations in different components of a PEMFC system, such as
the water management subsystem, the temperature management subsystem,
the electric circuit, the air and hydrogen circuits. The faults studied are
usually considered as “reversible” or “recoverable”, which means they can be
corrected through appropriate operations and do not cause the permanent
defects in the systems. Actually, accurate diagnosis of this kind of faults can
usually avoid the occurrence of those so-called permanent faults. During the
Figure 4. ASIC designed for monitoring individual fuel cell voltages and implementing the diagnosis approach. (a) The architecture of the ASIC, which was specially designed for the PEMFC system diagnosis. (b) The appearance of the designed ASIC. The ASIC is with compact package dimensions of $27 \times 27 \times 12 \text{ mm}^3$. (c) The ASIC is installed into a printed circuit board (PCB) which is equipped with the connectors, test points and LED lights.
experiments the data were captured using the designed ASIC and saved into
the disk of a PC.

5.1. PEMFC platform

A 1 kW and a 10 kW experimental platform, which had been developed
in-lab, were employed to fulfill the experimental requirements (see Fig. 5). In the hydrogen and air circuits, the temperatures, pressures, flow rates, and
relative humidifies can be regulated in a wide range. A thermal-regulated
water circuit ensures the flexible control of the stack temperature. The load
current profile can be defined or simulated with the help of a DC electronic
load. A terminal is installed into the stack to facilitate the connection to the
ASIC and to monitor the cell voltages.

The platform enables us to emulate different faults artificially, and thus
generate the database for both offline training and online validation. In or-
der to verify the generalization performance of the proposed approach, three
stacks from different industrial suppliers and with different cell numbers,
power levels, mechanical designs were explored respectively on the two plat-
tforms (Fig. 6).

5.2. Concerned faults

Thanks to the home-made platforms in which a number of operating
parameters can be set flexibly, we experimentally simulated a variety of faults
that can potentially occur in different components of a PEMFC system.
In order to cover the possible fault types, 7 fault types involving different
subsystems or components were explored in this study. These faults and
corresponding operations are summarized in Table 3. In addition to the
Figure 5. Schematic of the platforms used for generating the training and test database and for online validation.

Figure 6. (a) 20-cell stack installed in the platform. (b) Appearance of the 8-cell stack and 40-cell stack.
Table 1. Technical parameters of the 20-cell stack

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active area</td>
<td>100 cm²</td>
</tr>
<tr>
<td>Flow field structure</td>
<td>serpentine</td>
</tr>
<tr>
<td>Electrode surface area</td>
<td>100 cm²</td>
</tr>
<tr>
<td>Nominal output power</td>
<td>500 W</td>
</tr>
<tr>
<td>Operating temperature region</td>
<td>20-65 ºC</td>
</tr>
<tr>
<td>Maximum operating pressures</td>
<td>1.5 bar</td>
</tr>
<tr>
<td>Anode stoichiometry</td>
<td>2</td>
</tr>
<tr>
<td>Cathode stoichiometry</td>
<td>4</td>
</tr>
</tbody>
</table>

individual cell voltages, a detailed measurements of temperatures, current, pressures and gas flow rates have been achieved thanks to the well-equipped platforms. In this study, the importance is put on the combination of ASIC and data-driven diagnosis approach and their implementation for various fuel cell stacks. The detailed waveforms and analysis of the acquired data during each fault experiment have been summarized in the previous articles [37] [28] [38].

6. Results

We carried out a number of experiments in both normal operating and faulty cases to collect the data for training and testing the proposed diagnosis model. Then, the trained diagnosis model was programmed into the memory of the ASIC and implemented online.
Table 2. Technical parameters of the 8-cell stack and 40-cell stack

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active area</td>
<td>200 cm$^2$</td>
</tr>
<tr>
<td>Stoichiometry $H_2$</td>
<td>1.5</td>
</tr>
<tr>
<td>Stoichiometry $Air$</td>
<td>2</td>
</tr>
<tr>
<td>Pressure at $H_2$ inlet</td>
<td>150 kPa</td>
</tr>
<tr>
<td>Pressure at $Air$ inlet</td>
<td>150 kPa</td>
</tr>
<tr>
<td>Pressure differential between anode and cathode</td>
<td>30 kPa</td>
</tr>
<tr>
<td>Temperature (exit of cooling circuit)</td>
<td>80 °C</td>
</tr>
<tr>
<td>Anode relative humidity</td>
<td>50%</td>
</tr>
<tr>
<td>Cathode relative humidity</td>
<td>50%</td>
</tr>
<tr>
<td>Current</td>
<td>110 A</td>
</tr>
<tr>
<td>Voltage per cell</td>
<td>0.7 V</td>
</tr>
<tr>
<td>Electrical power of 8-cell stack</td>
<td>616 W</td>
</tr>
<tr>
<td>Electrical power of 40-cell stack</td>
<td>3080 W</td>
</tr>
</tbody>
</table>
Table 3. Experiments on various health states carried out on different PEMFC stacks

<table>
<thead>
<tr>
<th>Stack</th>
<th>Health state description</th>
<th>Location</th>
<th>Operation</th>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>20-cell stack</td>
<td>Normal operating</td>
<td>Whole system</td>
<td>Nominal operation</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>Flooding</td>
<td>Water management subsystem</td>
<td>Increase air relative humidity</td>
<td>$F_1$</td>
</tr>
<tr>
<td></td>
<td>Membrane drying</td>
<td>Water management subsystem</td>
<td>Deactivate air humidifier</td>
<td>$F_2$</td>
</tr>
<tr>
<td>8-cell stack</td>
<td>Normal operating</td>
<td>Whole system</td>
<td>Nominal operation</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>High current pulse</td>
<td>Electric circuit</td>
<td>Short circuit</td>
<td>$F_3$</td>
</tr>
<tr>
<td></td>
<td>High temperature</td>
<td>Temperature subsystem</td>
<td>Stop cooling water</td>
<td>$F_4$</td>
</tr>
<tr>
<td></td>
<td>High air stoichiometry</td>
<td>Air supply subsystem</td>
<td>Increase air stoichiometry to 2.0 normal value</td>
<td>$F_5$</td>
</tr>
<tr>
<td></td>
<td>Low air stoichiometry</td>
<td>Air supply subsystem</td>
<td>Decrease air stoichiometry to 0.6 normal value</td>
<td>$F_6$</td>
</tr>
<tr>
<td></td>
<td>Anode CO poisoning</td>
<td>$H_2$ supply subsystem</td>
<td>Feed hydrogen with 10 ppm CO</td>
<td>$F_7$</td>
</tr>
<tr>
<td>40-cell stack</td>
<td>Normal operating</td>
<td>Whole system</td>
<td>Nominal operation</td>
<td>Normal</td>
</tr>
<tr>
<td></td>
<td>High current pulse</td>
<td>Electric circuit</td>
<td>Short circuit</td>
<td>$F_3$</td>
</tr>
<tr>
<td></td>
<td>High temperature</td>
<td>Temperature subsystem</td>
<td>Stop cooling water</td>
<td>$F_4$</td>
</tr>
<tr>
<td></td>
<td>High air stoichiometry</td>
<td>Air supply subsystem</td>
<td>Increase air stoichiometry to 2.2 normal value</td>
<td>$F_5$</td>
</tr>
<tr>
<td></td>
<td>Low air stoichiometry</td>
<td>Air supply subsystem</td>
<td>Decrease air stoichiometry to 0.65 normal value</td>
<td>$F_6$</td>
</tr>
</tbody>
</table>
As the individual cell voltages were used as the variables for diagnosis, the dimensional number of the original data was equal to the cell number in the concerned stack. By using the FDA method, the features were extracted from the original data. A part of extracted features are shown in Fig. 7(a), Fig. 7(b) and Fig. 7(c). From these figures, it can be seen that the features in normal state and different faulty states are generally separated in the lower dimensional feature space. The characteristic lightens the computational burden and improves the performance of the classification following feature extraction step [37].

In a diagnosis cycle, classification is conducted in the feature space following the feature extraction procedure. SSM-SVM, combined with the diagnostic rule, is implemented in this phase. To construct the SSM-SVM classifier, the radial basis function (RBF) was selected as the “kernel function”, and parameters including the penalty factor and kernel parameter were optimized based on the test database.

6.1. Diagnosis accuracy

We evaluated the online implementation results using two criteria: false alarm rate (FAR) which is the rate of the samples in normal state wrongly diagnosed into the faulty classes, and the diagnosis accuracy of each specific fault type. According to the recorded diagnosed results, FAR reaches respectively 2.82%, 0%, 2.09% for the three stacks, which exhibits a low level. The diagnosis accuracies of the 7 fault types concerned are listed in Table 4. It should be noted that the parameters are maintained at a high level (> 95%) for most fault types ($F_1$, $F_2$, $F_4$, $F_5$, $F_7$). The mis-classifications happened mostly on the data in $F_6$ (low air stoichiometry fault) state, in which the cell
Figure 7. Features extracted from data of cell voltages. Normal, $F_1$, $F_2$, $F_3$, $F_4$, $F_5$, $F_6$ and $F_7$ represent respectively the normal state, membrane drying fault, flooding fault, high current pulse fault, cooling water stopping fault, high air stoichiometry, low air stoichiometry, and anode CO poisoning. (a) 2-dimensional features extracted from the data in normal, $F_1$ and $F_2$ faulty states for a 20-cell stack. (b) 3-dimensional features extracted from normal and 5 various faulty states for a 8-cell stack. (c) 3-dimensional features extracted from normal and 4 various faulty states for a 40-cell stack. (d) 3-dimensional features extracted from normal state and 4 various faulty states for a 40-cell stack. The data in normal state (denoted as $\text{Normal time}_1$, $\text{Normal time}_2$, $\text{Normal time}_3$, $\text{Normal time}_4$) are sampled at different time points.
voltages show vary slightly compared with those in normal state. We also observe that the wrongly diagnosed data are mostly distributed in the initial stage of the fault where the data are located in the transition zone between clear normal state and faulty states.

<table>
<thead>
<tr>
<th>Fault</th>
<th>$F_1$</th>
<th>$F_2$</th>
<th>$F_3$</th>
<th>$F_4$</th>
<th>$F_5$</th>
<th>$F_6$</th>
<th>$F_7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stack 1 (20-cell)</td>
<td>94.01%</td>
<td>99.21%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Stack 2 (8-cell)</td>
<td>-</td>
<td>-</td>
<td>91.63%</td>
<td>95.02%</td>
<td>100.00%</td>
<td>89.44%</td>
<td>99.08%</td>
</tr>
<tr>
<td>Stack 3 (40-cell)</td>
<td>-</td>
<td>-</td>
<td>93.55%</td>
<td>100.00%</td>
<td>99.56%</td>
<td>85.14%</td>
<td>-</td>
</tr>
</tbody>
</table>

$F_1$: Membrane drying fault; $F_2$: Flooding fault; $F_3$: High current pulse fault; $F_4$: Cooling water stopping fault; $F_5$: High air stoichiometry; $F_6$: Low air stoichiometry; $F_7$: Anode CO poisoning.

6.2. Online computational complexity

Since the diagnosis approach is implemented using the ASIC whose computing capability and storage capacity are limited compared with a standard PC, the online computational complexity of the algorithm needs to be evaluated. In our approach, the needed memories are respectively $O(ML)$ and $O(LS)$ for saving the trained feature extraction and classification models, in which $S$ is the number of support vectors, while the online computing times are $O(ML)$ and $O(LS)$ for implementing the feature extraction and classification methods. From our test, the occupied memory is less than 200 kb for saving the parameters for diagnosis, while the online implementing time of a diagnosis cycle can be maintained at the level of 10 ms using the developed
ASIC. In our platforms, the sample time was set to 1 s, which means the
diagnosis cycle can be achieved by a large margin. To our knowledge, the
diagnosis cycle obtained in our test could satisfy the requirements for most
fuel cell systems.

6.3. Novel fault mode recognition

Conventional classification methods can only be used to recognize the
known faults which have been shown in the training database. When an
example from a new fault mode is treated, it will be diagnosed wrongly into
a known fault class or the normal one. We propose here the modified SVM
and diagnostic rule to overcome this shortcoming. To verify the proposal,
we assumed that a fault is unknown in the training process, and occurs in
the diagnosis stage. Taking the case of a 40-cell stack as example, when $F_3$,
$F_4$, $F_5$, $F_6$ were considered as the unseen fault, the probabilities that they
were successfully recognized as a novel fault mode are respectively 96.77%,
100.00%, 95.36%, 39.86% which are at a high level except the case of $F_6$.
This results from the fact that the data in $F_6$ are too close to the normal
ones. They are mostly classified into the normal state class.

6.4. Online adaptation

In consideration of the ageing effects, the performance of the PEMFC
degrades with time. It results that the variables measured in the normal op-
erating state are non-stationary, i.e. the cell voltages decrease to some degree
after a period of time operation. Accordingly, the location of data in normal
state varies in the feature space (Fig. 7(d)). In this case, the initially trained
diagnosis approach may gradually lose its efficiency, i.e., the FAR increases.
To maintain the performance, we propose here an online adaptation method. The online adaptation is realized via incremental learning of the SSM-SVM classifier. We tested the diagnosis approach with and without online adaptation during long-term operation. The 1st, 2nd, and 3rd tests were carried out respectively at three different time points (the 20th day, 80th day, 170th day counting from the beginning of the test). With the initially trained diagnosis model (without online adaptation), the FARs obtained at the 1st, 2nd, and 3rd tests were respectively 35.5%, 100%, and 100%. This means that more and more data in normal state were diagnosed as the faulty ones if we did not modify the initially trained model. By contrast, with our proposed online adaptation method, the FARs obtained at the 1st, 2nd, and 3rd tests were respectively 0.25%, 0%, and 0%. The performance of the diagnosis approach was therefore maintained.

6.5. Discussion

The data studied in this paper were acquired from the stacks operated in nominal steady state. In some applications such as fuel cell vehicles, dynamic operating conditions should be handled in diagnosis. In these cases, the correlations of the samples could be considered. To achieve this, data series instead of single data sample could be treated as the objects for classification [39].

Data-driven diagnosis approach is focused on in this study to coordinate with the cell voltage measurement. The proposed approach can be combined with some model-based techniques to handle the system dynamics and to improve the generalization capability. Hybrid diagnosis approach could be one promising solution for fuel cell diagnosis [40].
The proposed data-driven approach is supposed to be applied jointly with the developed ASIC. Although in the current commercial PEMFC systems, it is not easy to measure individual cell voltages. We believe that the proposal can be interesting for many fuel cell suppliers and can be a potential solution in their future products.

7. Conclusion

In this study, we firstly propose the criteria for online fuel cell online diagnosis. To attain these criteria, we experimentally demonstrated an online fault diagnosis strategy for PEMFC systems. With the specifically designed ASIC, the proposed diagnosis approach was implemented online to diagnose multiple faults with respect to several PEMFC stacks. We proposed here to monitor the individual fuel cell voltages and employ them as the variables for diagnosis. In contrast to most of the available approaches in which the fuel cell voltages are assumed to be identical, the inhomogeneity among cells was utilized and dedicated to fault diagnosis. From a fundamental point of view, different faults can cause different thermal, fluidic, electrochemical spatial distributions and these can be reflected by the amplitudes of individual cell voltages. In this study, it was proved that the individual cell voltages possess the discriminative information of different health states. The importance of monitoring every cell voltage, or several of them together, was therefore stressed. From the diagnostic results of online validation, the diagnosis accuracy can be maintained at a high level with respect to different types of fault and for different fuel cell stacks thanks to the utilization of FDA and SVM methods. Besides, the capabilities of recognition an unseen faulty mode and
online adaptation, which the traditional diagnosis methods are not capable of handling, were installed into our approach. The efficiency of the ASIC that we designed here, which is dedicated to precisely measuring and online implementing the diagnosis algorithm, was validated. The ASIC therefore promises to be used as a routine component for monitoring fuel cell voltage and implementing the diagnosis approach we proposed here.

Several directions can be interesting on fuel cell diagnosis. First, more general system model should be built in consideration of different faulty conditions. Second, more advanced data-based techniques can be applied to improve the adaptability of the diagnosis methods. Third, the fault diagnosis should be combined with control strategy to improve the fuel cells’ reliability finally.
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