
HAL Id: hal-02024184
https://amu.hal.science/hal-02024184

Submitted on 23 May 2019

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution - NonCommercial 4.0 International License

Two-step procedure for trace element analysis in food
via calibration-free laser-induced breakdown

spectroscopy
Chia-Ting Chen, Daniela Bănaru, Thierry Sarnet, J�rg Hermann

To cite this version:
Chia-Ting Chen, Daniela Bănaru, Thierry Sarnet, J�rg Hermann. Two-step procedure for trace element
analysis in food via calibration-free laser-induced breakdown spectroscopy. Spectrochimica Acta Part
B: Atomic Spectroscopy, 2018, 150, pp.77-85. �10.1016/j.sab.2018.10.011�. �hal-02024184�

https://amu.hal.science/hal-02024184
http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/
https://hal.archives-ouvertes.fr


Two-step procedure for trace element analysis in seafood via calibration-free
laser-induced breakdown spectroscopy

Chia-Ting Chena, Daniela Banarua, Thierry Sarnetb, Jörg Hermannb,∗

aAix-Marseille University, CNRS/INSU, Toulon University, IRD, Mediterranean Institute of Oceanography, 13009 Marseille, France
bAix-Marseille University, CNRS, LP3, 13009 Marseille, France

Abstract

Elemental analyses via calibration-free laser-induced breakdown spectroscopy (LIBS) usually suffer low sensitivity
due to continuum emission generated by the plasma in local thermodynamic equilibrium. Here we propose a two-step
measurement procedure that enables improved sensitivity of calibration-free LIBS. The method consists of recording
two emission spectra with different delays between the laser pulse and the detector gate. The short delay is used
to probe the plasma in conditions of full local thermodynamic equilibrium in order to measure major and minor
element concentrations. To evaluate the concentrations of trace elements, a second measurement with improved limits
of detection is performed with a larger gate delay. In that condition, the partial equilibrium state of the plasma
enables the quantification of minor and trace elements. Demonstrated via analyses of lyophilized seafood samples,
the presented method is suitable for all types of food, and more general for organic materials and all materials that
include elements such as carbon, oxygen, nitrogen and hydrogen, for which the equilibrium state is hardly achieved.
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1. Introduction

Compositional measurements of food are among the
most challenging tasks in the field of analytical chem-
istry. Environmental pollution of industrial, urban
and agricultural origins and the increasing demand of
healthy alimentation generated an exponentially grow-
ing interest for quality control of aliments [1, 2, 3].
The well-established commonly-used techniques for el-
emental analysis of food such as atomic absorption
spectroscopy (AAS), inductively coupled plasma mass
spectrometry (ICP-MS) or inductively coupled plasma
atomic emission spectrometry (ICP-AES) being costly
and time-expensive, their use for large-scale analyses in
monitoring and quality control is limited.
Laser-induced breakdown spectroscopy (LIBS) stimu-
lated strongly growing interest in the past years due
to the capability of performing rapid multielemental
analyses without or with minimized sample preparation
[4, 5]. Thus, the analytical capabilities of LIBS were
investigated for various types of food such as wheat
[6, 7], cereals [8, 9], vegetables [10, 11], milk pow-
der [12, 13], and oil [14]. The presented approaches
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that aim to quantify the elemental composition can be
divided into three categories: (i) measurements based
on calibration with standard samples; (ii) chemometric
methods; (iii) calibration-free measurements. Due to
the complex composition and the heterogeneity of the
organic materials, measurements based on calibration
are affected by large measurement errors. The difficul-
ties of calibrated measurements are amplified by ma-
trix effects that are particularly severe due to the high
variability of the laser energy coupling towards the het-
erogeneous organic matter [3]. Chemometric methods
have been successfully applied to classify food samples
according to their elemental ratio [15, 16]. However,
their use for quantitative measurements without any cal-
ibration with standards is not possible. Calibration-free
approaches have been applied mostly to quantify min-
eral elements in food or food supplements [17, 18, 19].
Based on the assumption of local thermodynamic equi-
librium (LTE), the main difficulty of these techniques
comes from the requirement of model validity [20, 21].
Indeed, LTE is only established in plasmas of suffi-
ciently large electron density [22], and continuum emis-
sion associated to free charges in the plasma limits the
signal-to-noise ratio of the explored atomic or molec-
ular emission [23, 24]. Consequently, calibration-free
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laser-induced breakdown spectroscopy (CF-LIBS) was
mostly applied to measure elements with sufficiently
high concentration values. In addition, the application
of CF-LIBS to organic materials encounters a supple-
mentary difficulty that arises from matrix elements C,
H, O and N. According to the atomic structures includ-
ing large energy gaps between the electronic excitation
levels, equilibrium Boltzmann distributions are hardly
achieved for these elements [25, 26]. The matrix el-
ements are therefore generally ignored and CF-LIBS
measurements are limited to a partial analysis of the el-
emental composition of food [17, 12, 18, 11, 19].
In the present paper, we present a method that improves
the sensitivity of CF-LIBS, enabling thus the quantifi-
cation of the full elemental composition. The two-step
procedure is based on the recording of two spectra with
different delays after the exciting laser pulse. The early
measurement, performed at a time when the plasma is
in full LTE, serves to measure the major and minor el-
ement fractions. The late measurement is performed in
conditions of partial LTE to quantify minor and trace el-
ements. Here, due to the reduced electron density, the
elements of the organic matrix are out of equilibrium
whereas the other atoms still have Boltzmann equilib-
rium distributions. The continuum radiation being low-
ered as a consequence of the reduced collision rates of
charged particles, the signal-to-noise ratio is improved.
To further improve the signal-to-noise ratio, a large gate
width is applied. The variation of plasma properties
during the time of observation are taken into account
by dividing the gate width into two time-intervals and
by calculating the spectrum through the combination of
two spectra, computed for the two successive thermo-
dynamic states.
The demonstration is given for three types of most com-
monly consumed Mediterranean seafood species, sam-
pled in the bay of Marseille. This bay is highly impacted
by historical and present urban and industrial pollution
[27, 28, 29, 30, 31].

2. Experiment

The experiments were carried out in experimental
conditions that were previously found to enable accu-
rate compositional analysis via calibration-free LIBS
[32]. Thus, ultraviolet (266 nm) laser pulses of 4 ns
duration and 6 mJ pulse energy were focused onto the
lyophilized seafood samples with a lens of 150 mm fo-
cal length. The samples were placed on a motorized
sample holder in a vacuum chamber that was filled with
argon at 5×104 Pa pressure during the experiments (see
Fig. 1).

lens
f = 150 mm

mirror
laser

shutter polarizer

λ/2 plate echelle spectrometer

optical fiber

lens
f = 37.5 mm

z
xy

plasma

sample

vacuum
chamber

15°

lens
f = 150 mm

ICCD

argon fill
P = 5104 Pa

motorized 
sample holder

Figure 1: Schematic view of the experiment.

The LIBS spectra were recorded by imaging the plasma
with two lenses of 150 and 35 mm focal lengths onto
the entrance of an optical fiber of 600 µm core diame-
ter. According to the image magnification 1:5, the en-
tire plasma volume was observed. The fiber was cou-
pled to an echelle spectrometer of 0.4 m focal length
(LTB, model Aryelle Butterfly) equipped with an in-
tensified charge-coupled device (ICCD) matrix detector.
The spectral resolution of the apparatus was measured
as a function of wavelength using a low-pressure argon-
mercury lamp. An intensity calibration of the spectro-
scopic apparatus was performed in the visible and UV
spectral ranges using calibrated tungsten and deuterium
lamps, respectively.
The present measurements being performed with an op-
tical system of low efficiency, the spectra were recorded
by averaging over a large number of ablation events.
Thus, 3 laser pulses were applied on 400 different ir-
radiation sites, separated by a distance of 150 µm. We
stress that the recording time can be reduced by more
than two orders of magnitude if an optical system of
high efficiency is used.
The three considered samples, common cuttlefish
(Sepia officinalis Linnaeus, 1758), common octopus
(Octopus vulgaris Cuvier, 1797), and European pilchard
(Sardina pilchardus (Walbaum, 1792)) are labelled
sepia, octopus, and sardine, respectively. For each sam-
ple, the white muscle was extracted and kept frozen be-
fore being freeze-dried.
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3. Description of measurement procedure

3.1. Two-step measurement procedure

The two-step LIBS measurements were performed
by recording spectra with two different delays of the
detector gate with respect to the laser pulse (see Fig. 2).
The early recording is performed at a time when the
electron density is large enough to ensure full LTE,
enabling thus to measure the fractions of major and
minor elements. For this measurement, the gate width
∆tgate is set small enough so that the variations of
temperature T and electron density ne during the time
of observation are small compared to their absolute
values. We have shown in previous studies that a gate
width ∆tgate ≤ tgate/2 is a reasonable compromise be-
tween model validity and signal-to-noise ratio [25, 26].
The late measurement is performed with a large gate
width to reach highest signal-to noise ratio required for
trace element detection. At that time, the plasma in
partial equilibrium enables the quantification of minor
and trace elements. As the variations of T and ne are
not negligible during the observation time, they are
taken into account in the calculation of the plasma
emission spectrum (see Section 4.4). The attributes of
both measurements are summarized in Table 1.
The values of gate delay and gate width applied in both

measurements were chosen based on the knowledge
acquired in previous investigations. These studies
evidenced that accurate compositional measurements of
oxygen-containing materials such as glass and sapphire
are possible only for recording times < 1 µs, when the
electron density is large enough to ensure collisional
equilibrium [25, 26]. For later recording times, the
atom with the largest energy gap between excited states,

ne , T

time
tearly tlate

measure major and 
minor elements

measure 
trace elements

LTE

no LTE

partial 
LTE

Figure 2: Time scheme of two-step procedure: two spectra are
recorded at different times. The early recording in conditions of full
LTE serves to quantify major and minor elements. The late record-
ing in conditions of partial LTE serves to measure minor and trace
elements. The color scale from green to red indicates the degree of
equilibrium.

Table 1: Early and late recordings of the two-step procedure: mea-
surement time t = tgate + ∆tgate/2 ± ∆tgate/2, gate delay tgate, gate
width ∆tgate, plasma equilibrium state during measurement, signal-to-
noise ratio, and measured elements.

measurement early late
t (µs) 0.35 ± 0.05 4.5 ± 2.5

tgate (µs) 0.30 2.0
∆tgate (µs) 0.10 5.0

plasma state full LTE partial LTE
S/N ratio low high

measured elements major, minor minor, trace

namely oxygen, was shown to run out of equilibrium,
leading to an overestimation of the oxygen fraction.
We consequently expect for the here chosen early
measurement time of 0.35 µs Boltzmann equilibrium
distributions for all elements of the organic samples.
The choice of the late measurement delay is founded on
calibration-free analysis under equal experimental con-
ditions, showing that accurate compositional analyses
of metals can be performed with measurement times as
late as several microseconds [26].
We stress that, even when the equilibrium conditions
are not fully satisfied, the resulting measurement errors
of the minor and trace elements are expected to be
small compared to statistical variations due to the
heterogeneity of the samples [33].
For heterogeneous samples, the measured composition
naturally depends on the probed volume. Weak fluc-
tuations of element fractions with the probed volume
are expected for major elements whereas much larger
fluctuations are expected for minor and trace elements.
The measured composition is thus representative of
the volume probed during the acquisition of the late
spectrum used for the trace element analysis.

3.2. Calculation algorithm

The LIBS measurement algorithm is presented
schematically in Fig. 3. It consists of two iteration
loops. In the principal loop (a), electron density, temper-
ature, elemental fractions, and plasma diameter are suc-
cessively measured. Each measurement is performed
by executing the loop (b) in which the computed spec-
trum is compared to the measured one while the param-
eter to be measured is varied. The best agreement ob-
tained from the χ2-test determines the measurement re-
sult. The LIBS measurement is successfully terminated
when the changes of all measured parameters are small
compared to their absolute values.
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Figure 3: LIBS measurement algorithm: (a) principal iteration loop
with successive measurements of electron density, temperature, el-
emental fractions, and plasma diameter. Each measurment is per-
formed using the calculation loop (b) by varying only the parameter
to be measured.

3.3. Calculation of spectral radiance
According to previous work [32], the plasma pro-

duced under the present experimental conditions ap-
pears spatially uniform. Assuming local thermody-
namic equilibrium, the spectral radiance generated by
the plasma can be computed using [34]

Bλ = Uλ(1 − e−α(λ)L), (1)

where Uλ is the blackbody spectral radiance, α(λ) the
wavelength-dependent absorption coefficient, and L the
plasma size along the line of sight. Neglecting the con-
tributions of bremsstrahlung and recombination, only
transitions between bound levels are considered and the
absorption coefficient writes [22]

αline(λ) = πr0λ
2 flunlP(λ)

(
1 − e−hc/λkT

)
. (2)

Here r0 is the classical electron radius, h is the Planck
constant, c is the vacuum light velocity, k is the
Boltzmann constant, flu and nl are the absorption
oscillator strength and the lower level population
number density of the transition, respectively. The
normalized line profile P(λ) is calculated considering
Doppler and Stark broadening that are the dominant
mechanisms of spectral line broadening in strongly
ionized laser-produced plasmas [35]. Depending on the
relative values of Doppler and Stark widths, the line
shapes are described by Gaussian, Lorentzian or Voigt
profiles. The Doppler width is calculated according to
plasma temperature and atomic mass. The Stark width
of each spectral line is obtained using Stark broadening

parameters w and assuming a linear dependence of the
Stark width with the electron density [36, 37].

3.4. Calculation of plasma chemical composition

The chemical composition of the plasma in local ther-
modynamic equilibrium is computed using the calcula-
tion scheme presented in previous work [38, 25]. The
calculations include the formation of diatomic species
via chemical reactions. Here, we only consider di-
atomics of sufficiently large dissociation energy so that
the corresponding number densities have an influence
on the plasma chemical composition.
For a plasma in LTE composed of N elements, the com-
position depends on N + 1 parameters: the temperature
and the atomic number densities of the N elements. In
the temperature range of interest the formation of poly-
atomic molecules can be neglected and the atomic num-
ber density of an element A is given by

nA =

zmax∑
z=0

nz
A + 2

1∑
z=0

nz
A2

+
∑
B,A

1∑
z=0

nz
AB, (3)

Here, nz
A and nz

A2
are the number densities of atomic

and homonuclear diatomic species of charge z, respec-
tively, nz

AB are the number densities of heteronuclear di-
atomic species of charge z formed by chemical reactions
with the element B. The sum includes all species of
significant abundance up to the maximum charge zmax.
The number densities of diatomic molecules formed by
chemical reactions between the elements A and B were
obtained from the Guldberg-Waage law of mass action
for chemical equilibrium [39]

n0
An0

B

n0
AB

=
(2πµkT )3/2

h3

Q0
AQ0

B

Q0
AB

e−D0/kT , (4)

where n0
A and n0

B are the number densities of neutral
atoms of elements A and B, respectively, n0

AB is the den-
sity of diatomic molecules formed by chemical reac-
tions between both elements. Q0

A, Q0
B and Q0

AB are the
corresponding partition functions. D0 is the dissociation
energy of the diatomic molecule AB in the ground state,
µ = mAmB/(mA + mB) is the reduced mass, mA and mB

are the atomic masses of elements A and B. Thus, for
given values of temperature and atomic number densi-
ties nA of the N elements, the number densities of all
plasma species can be calculated by numerically solving
the equations that govern the LTE plasma [38]. Once
the number densities of all species are calculated, the
electron density is obtained from the equation of charge
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Figure 4: Number densities of plasma species versus temperature computed for a plasma in LTE at atmospheric pressure with the elemental
composition of the sepia sample (see Table 3). For simplification, only elements with mass fractions > 0.1% are considered. The upper level
population number densities of the most prominent molecular systems are also displayed.

neutrality by summing the densities of all charged par-
ticles,

ne =
∑

A

zmax∑
z=1

z nz
A. (5)

For practical applications, the atomic number densities
nA [see Eq. (3)] of the N elements can be replaced by an
equivalent set of input parameters: the electron density
and the mass fractions of N − 1 elements. The mass
fraction of element A is related to the atomic number
density via

CA = nAmA/ρtot , (6)

where ρtot =
∑

A nAmA is the total mass density of the
plasma.
In Fig. 4, the number densities of plasma species are
presented as functions of temperature for the elemental
composition of the sepia sample (see Table 3). The cal-
culations were performed by setting the kinetic pressure
of the plasma

P =

ne +
∑

A

zmax∑
z=0

nz
A + nz

A2
+

∑
B,A

nz
AB


 kT−∆P (7)

to atmospheric pressure. Here, ∆P is the Debye pres-
sure correction that accounts for the potential energy of
charged species in the plasma.

The atmospheric pressure is here an arbitrary choice that
corresponds to a time between the early and late mea-
surements [40]. According to the strong dependence of
the chemical equilibrium on temperature and the weaker
dependence on pressure, the temperature-dependence of
plasma species shown in Fig. 4 represents qualitatively
both measurements. We stress that the assumption of at-
mospheric pressure is only applied here for illustration.
In the analysis of the measured spectra, the appropriate
total density or pressure is considered via the evaluation
of electron density, temperature, and relative elemen-
tal fractions in the LIBS measurement algorithm (see
Fig. 3).
In addition to the number densities of atomic and mol-

cular species, the upper level population number den-
sities of the most prominent molcular systems are dis-
played in Fig. 4. It is shown that diatomic species
formed by chemical reactions present a large contri-
bution to the plasma composition. In particular, most
carbon and oxygen atoms recombine to CO radicals for
T < 7000 K. Other diatomics have much lower number
densities. Among them, CN and C2 reach their maxi-
mum number densities for T = 6500 and 7500 K, re-
spectively. At lower temperature, most carbon atoms
recombine with oxygen due to the large dissociation en-
ergy of CO [41]. Although the number density of CO
radicals is orders of magnitude larger than the number
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Figure 5: Spectrum recorded for sepia with a delay of 2 µs between the laser pulse and the detector gate. The gate width was set to 5 µs.

densities of C2 and CN, the upper level number den-
sity of the CO B 1Σ+ state is significantly lower than the
number densities of the CN B 2Σ+ and C2 d 3Πg states.
Attributed to its high excitation energy, the low popu-
lation number density of the CO B 1Σ+ state illustrates
why molecular bands from CN and C2 have typically
much larger emission intensity compared to CO emis-
sion [42].
For T < 7000 K, the plasma electrons mostly originate
from metal atoms according to their low ionization en-
ergies. At larger temperatures, ionization of carbon, hy-
drogen and oxygen delivers most of the electrons. Dou-
bly charged ions play a minor role in the temperature
range of interest.

4. Results and discussion

4.1. Selection of analytical transitions

A spectrum recorded for sepia is displayed in Fig. 5.
The scale of the radiance axis is adjusted to the most in-
tense lines of phosphorus, sodium and potassium, caus-
ing the dominating C I 247.85 nm line to be cut. The
large abundance of carbon is illustrated by the observa-
tion of other atomic transitions in the infrared spectral
range and several vibrational sequences of the C2 Swan
system. Except nitrogen, all matrix elements are char-
acterized by atomic transitions of significant emission
intensity. For most mineral elements, several spectral
lines are observable and the most valuable analytical
lines are chosen according to the following criteria: (i)
the signal-to-noise ratio is large enough; (ii) no interfer-
ence with lines from other elements; (iii) self-absorption
is small; (iv) reliable spectroscopic data are available.

Table 2: Wavelength λ, transition probability Aul, energy E of up-
per (index u) and lower (index l) excitation levels of selected spectral
lines. The use in temperature-, electron density-, early- and late- con-
centration measurements is indicated in the last columns.

λ Aul El Eu T ne early late
(nm) (µs) (eV) (eV) meas meas meas meas

Mg I 202.58 61.2 0.00 6.12 x - - x
Zn I 213.85 703.9 0.00 5.80 - - - x
Cd I 228.80 920.1 0.00 5.42 - - - x
As I 228.81 382.7 1.35 6.77 - - - x
As I 234.98 629 1.31 6.59 - - - x
B I 249.68 84 0.00 4.96 - - - x
B I 249.77 168 0.00 4.96 - - - x
P I 255.32 71 2.32 7.18 - - x x
P I 255.49 30 2.32 7.18 - - x x
Mg I 277.66 132 2.71 7.18 x - - x
Mg I 277.98 409 2.72 7.18 x - x -
Mg I 278.14 542 2.71 7.17 x - x -
Mg I 278.29 214 2.72 7.17 x - - x
Mg II 279.07 401 4.42 8.86 x - x -
Mg II 279.55 260 0.00 4.43 x - - x
Mg II 279.79 479 4.43 8.86 x - x -
Mg II 280.27 257 0.00 4.43 x - - x
Mg I 285.21 491 0.00 4.35 x - x -
Si I 288.16 217 0.78 5.08 - - - x
Fe I 302.06 75.9 0.00 4.10 - - - x
Mg I 309.68 49.6 2.72 6.72 x - - x
Cu I 327.39 137.6 0.00 3.79 - - - x
Na I 330.23 2.75 0.00 3.75 - - - x
Mg I 382.93 89.9 2.71 5.95 x - x x
Mg I 383.23 121 2.71 5.95 x - x x
Mg I 383.82 161 2.71 5.95 x - x x
CN Violet 1.66 0.00 3.19 - - x -
K I 404.41 1.16 0.00 3.06 - - - x
K I 404.72 1.07 0.00 3.06 - - - x
Sr II 407.77 141 0.00 3.04 - - - x
Ca I 445.47 87 1.90 4.68 - - - x
C2 Swan 8.20 0.09 2.48 - - x x
H I 656.2 ? 10.20 12.09 - x x x
Li I 670.77 36.89 0.00 1.85 - - - x
Li I 670.79 36.89 0.00 1.85 - - - x
C I 833.51 35.1 7.68 9.17 - - x x

4.2. Time-evolution of plasma properties

Based on the successive measurements with different
recording delays, the two-step procedure requires the
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knowledge of the time-evolution of electron density and
temperature. According to the task of each measure-
ment step (see Table 1), the electron density has to be
large enough to satisfy full and partial LTE conditions
during the early and late measurements, respectively.
In addition, the temperature has to be large enough to
enable significant excitation of all analytical transitions.

The electron density was deduced from Stark
broadening of the Hα transition using the temperature-
independent Stark width expression ∆λS tark = f (ne)
proposed by Gigosos et al. [43]. Spectral line profiles of
Hα are displayed in Fig. 6 for different recording times.
The measured spectra are compared to the computed
spectral radiance. We remind that the calculation of the
spectral line profile includes all relevant sources of line
broadening (see Section 3.3).
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Accurate temperature measurements have been
achieved using transitions of magnesium. Compared
to the transition probabilities of other elements such as
calcium or phosphorus, the Aul-values tabulated in the
NIST database [44] for magnesium have significantly
higher accuracy. The measurements take benefit from
the spatially uniform character of the plasma produced
under the present experimental conditions. Thus,
spectral line emission of atoms and ions originates from
the same plasma volume and the temperature can be
deduced from the simultaneous observation of neutral
and ionic transitions. The temperature measurement is
illustrated in Fig. 7 for different recording times. Fol-
lowing the criteria given in Section 4.1, the ensemble
of spectral lines changes with the measurement time.
For example, the Mg I 285.21 nm resonance transition
is only considered in the earliest measurement, when
magnesium is mostly ionized and self-absorption of the
transition is moderate.
The values of electron density and temperature
measured for t = 350 ± 50 ns, 500 ± 100 ns, and
4.5 ± 2.0 µs are displayed in Fig. 8 on a double
logarithmic scale. The temperoral evolution was
approximated by functions f (t) = AtB represented by
the continuous lines. This approximation was shown
to describe closely the variations ne(t) and T (t) in
plasmas produced by laser ablation of different mate-
rials under indentical irradiation conditions [32, 40, 24].
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Figure 9: Molecular bands and atomic transitions emitted from major and most abundant minor elements. The spectrum recorded for sepia at
t = 350 ns is compared to the spectral radiance computed for a plasma in local thermodynamic equilibrium (see Table 3).

4.3. Measurement of major and minor elements

The spectral ranges displayed in Fig. 9 show atomic
lines and molecular bands recorded during the early
measurement for the determination of major and mi-
nor elements. Due to the moderate temperature (T <
10, 000 K), atomic transitions of nitrogen were observed
with very low signal-to-noise ratio. The nitrogen con-
tent was therefore deduced from the intensity of the CN
Violet emission bands. The amount of carbon was mea-
surable via atomic transitions in the infrared spectral
range and the prominent C2 Swan molecular emission.
The good agreement between measured and computed
spectra for both emission features support the validity
of the LTE calculations. Indeed, the intensity ratio of
atomic and molecular carbon emission depends on the
temperature, on the atomic number density of carbon
[see Eq. (3)], and the amount of oxygen that will re-
duce the available amount of carbon due to oxidation.
We stress that the pressure of the laser-produced plasma
at t = 350 ns is significantly higher than atmospheric
pressure. Consequently, the atomic number densities
are larger than the values considered in the calculation
of the plasma composition presented in Fig. 4, and the
relative amount of molecules formed by chemical reac-
tions overcomes the amount observed for atmospheric
pressure.

4.4. Measurement of trace elements

Due to the large gate width of the late recording, elec-
tron density and temperature undergo substantial varia-
tions during the measurement time. The spectral line in-
tensities having nonlinear dependence on ne and T , the

comparison of the measured spectrum to the spectral ra-
diance calculated for time-invariable plasma would lead
to large errors in the deduced elemental composition.
For example, elements observed via transitions of rel-
atively high excitation energy, such as phosphorus (see
Table 2), are mostly excited during the early time of ob-

Table 3: Electron density ne, temperature T , and plasma size L used
for the spectra simulation of early and late measurements. The late
measurement is described by dividing it into two time-intervals, t1
and t2 denote the starting and ending of each interval, respectively.
The mass fractions of elements deduced from both measurments are
given for sepia.

measurement early late
t (µs) 0.35 ± 0.05 3.0 ± 1.0 5.5 ± 1.5

t1 ... t2 (µs) 0.3 ... 0.4 2 ... 4 4 ... 7
ne (cm−3) 1.3 × 1017 6.2 × 1015 2.0 × 1015

T (K) 9,800 7,600 6,800
L (mm) 0.4 0.7 0.8
O (%) 50.5 -
C (%) 32.8 -
N (%) 8.6 -
H (%) 6.3 -
K (%) 1.0 1.0
P (%) 0.5 0.6

Na (%) 0.3 0.15
Mg (ppm) - 460
Ca (ppm) - 360
As (ppm) - 41
Si (ppm) - 5.8
Zn (ppm) - 5.5
Cu (ppm) - 4.9
Cd (ppm) - 1.9
B (ppm) - 5.8
Li (ppm) - 1.3
Sr (ppm) - 0.14
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Figure 10: Transitions of minor and trace elements of spectra recorded for sepia (a), sardine (b), and octopus (c) with t = 4.5 ± 2.5 µs. The
measured spectra are compared to the spectral radiance computed for time-variable LTE plasma emission, considering two time-intervals of different
thermodynamic state (see Table 3).

servation, when the temperature is large. Thus, compar-
ing measured intensity the spectral radiance computed
for a lower (average) temperature would lead to an over-
estimation of the elemental fraction.
To improve the accuracy of spectra simulation for the
late recording, the time of observation ∆tgate = 5 µs
is divided into two successive time-windows of 2 and
3 µs duration. For each time-window, the plasma is
characterized by taking the ne- and T -values (see filled
symbols) deduced from AtB-evolution indicated by the
solid lines in Fig. 8. The computed spectrum is then ob-
tained by summing the spectral radiances calculated for
the two successive plasma states

Bλ =
∆t1

∆tgate
Bλ,1 +

∆t2
∆tgate

Bλ,2 . (8)

The radiance values Bλ,1 and Bλ,2 are weighted by the
duration of the corresponding time-intervals ∆t1 and
∆t2, respectively. The plasma properties used for both
time-windows to describe the late measurement are
listed in Table 3 together with the values used for the
simulation of the early measurement.
The spectral ranges displayed in Fig. 10 show the
analytical lines of several minor and trace elements
observed for three different seafood species. The
presence of arsenic is clearly evidenced for all samples
by the observation of two transitions in the ultraviolet
spectral range. The most intense line of cadmium is

interfered with the As I 228.81 nm transition. However,
a small amount of cadmium could be evidenced via
the emission intensity of the interfered transition.
Indeed, using the As I 234.98 nm transition to measure
arsenic concentration, the computed intensity of the
As I 228.81 nm line was found smaller than the mea-
sured line intensity. Thus, the cadmium concentration
was adjusted so that the computed intensity of the
interfered transition equals the measured one due to the
contribution of the Cd I 228.80 nm line.

Almost all detected minor and trace elements were
found in the three investigated samples, except iron that
was detected for sardine only (see Fe 302 nm doublet).
According to the criteria of line selection given in
Section 4.1, the K I 404 nm doublet is used to deduce
the amount of potassium from the analysis of the late
recording. The optical thickness of the K I 769.90 nm
transition was too large for the fraction measurement of
potassium.
The elemental compositions of the three species mea-
sured via the two-step calibration-free LIBS procedure
are presented Table 4. For some minor and trace
elements, mass fractions measured for sardine are
reported in litterature [45, 46, 47, 48]. Except the
large amount of arsenic, attributed to the industrial
pollution in bay of Marseille where the seafood was
caught [27, 28, 29, 30], the measured mass fractions of
elements lie in the ranges of the reported mass fraction
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Table 4: Mass fractions of minor and trace elements deduced from
the present LIBS analysis CLIBS for the three seafood species. Values
reported in litterature for sardine [45, 46, 47, 48] lie in the reference
ranges ∆Cre f .

sepia octopus sardine
element CLIBS CLIBS CLIBS ∆Cre f

K (%) 1.0 1.7 1.5
P (%) 0.62 0.32 0.57

Na (%) 0.15 0.27 0.18
Mg (ppm) 460 300 300
Ca (ppm) 360 480 420
As (ppm) 41 14 15 0.22
Fe (ppm) - - 16 13 - 40
Si (ppm) 5.8 5.9 4.7
Zn (ppm) 5.5 4.3 29 8 - 35
Cu (ppm) 4.9 2.6 0.8 0.8 - 4.2
Cd (ppm) 1.9 - -
B (ppm) 5.8 1.0 1.5
Li (ppm) 1.3 1.1 0.29
Al (ppm) - 2 1
Sr (ppm) 20 55 17

values.
The measurement accuracy of the two-step procedure is
expected to equal the accuracy obtained with the same
algorithm applied to single spectrum analysis [25, 26] if
the required hypotheses of full and partial equilibrium
are satisfied for the early and late measurements,
respectively. In that case, measurement errors of a few
percent may be reached if accurate spectroscopic data
are available and statistical errors due to signal-to-noise
limitation are negligible. The precise evaluation of the
analytical performance requires further investigations
with homogeneous organic samples characterized by
standard techniques such as ICP-MS and ICP-AES.

5. Conclusion

We present a two-step procedure that enables quan-
titative analysis of trace elements in seafood using
calibration-free laser-induced breakdown spectroscopy.
The method consists of two successive measurements
performed with different delays of the detector gate with
respect to the laser pulse. The early recording, per-
formed when the electron density is large enough to
ensure full local thermodynamic equilibrium, serves to
measure major and minor element fractions. The late
recording is used to quantify trace elements, exploring
the partial LTE state in which Boltzmann equilibrium

distributions are limited to metal atoms. To obtain high-
est signal-to-noise ratio, the late recording is performed
with a large gate width. Thus, to consider the variations
of electron density and temperature during the time of
observation, the measured spectrum is compared to the
spectral radiance that takes into account the ne(t)- and
T (t)- evolutions by dividing the measurement time into
two intervals, characterized by different thermodynamic
states. The presented method is validated by comparing
the mass fractions of some elements measured for sar-
dine to values reported in litterature.
Beside sea food, the two-step calibration-free measure-
ments are foreseen to be applicable to any kind of food,
and more general to organic materials. Further improve-
ments of the limits of detection and the reduction of the
measurement time are achievable with a more sensitive
spectroscopic apparatus.
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