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ABSTRACT
In the present article, I question the claim that a literacy bias is responsible for the fact that major theoreticians underestimated or ignored the role of literacy in spoken language. Instead, I argue that the strongly modular, localist and symbolic information-processing approach to cognition that has dominated psychological science throughout the 20th century has prevented cross-fertilization and the emergence of a unified theory of written and spoken language processing. I show that the recognition of the fundamental role of phonology in reading had suffered from exactly the same “bias”, which had eventually been overcome not by breaking the “literacy glasses” but by shifting theoretical frameworks. I conclude by arguing that a marriage between cognitive science, evolutionary biology and neuroscience is needed more than ever to develop a unified, developmentally, biologically and evolutionary plausible theory of written and spoken language.

Les yeux grands fermés : littératie, phonologie et résonance adaptative

RÉSUMÉ
Dans le présent article, je remets en question l’idée selon laquelle un « biais de littératie » est responsable du fait que les principaux théoriciens ont sous-estimé ou ignoré le rôle de la littératie dans l’étude du langage oral. Je développe l’hypothèse selon laquelle l’approche modulaire, localiste et symbolique du traitement de l’information qui a dominé les sciences psychologiques tout au long du XXe siècle a empêché l’emergence d’une théorie unifiée du traitement du langage écrit et parlé. Je montre que le même « biais » explique pourquoi il fallait des dizaines d’années pour reconnaître le rôle fondamental du traitement phonologique lors de la lecture. Je conclus en affirmant qu’un mariage entre les sciences cognitives,
la biologie évolutive et les neurosciences est plus que jamais nécessaire pour développer une théorie unifiée du langage écrit et parlé plausible sur le plan développementel et biologique.

In their target article, Kolinsky and Morais (2019) elegantly demonstrate that most scholars in the fields of language, linguistics and cognition underestimate or fully ignore the impact of literacy on language processing despite the large number of inventive experimental demonstrations using a variety of paradigms, measures and languages which show the opposite (e.g., Pattamadilok, Morais, Colin, & Kolinsky, 2014; Perre, Midgley, & Ziegler, 2009; Salverda and Tanenhaus, 2010; Ventura, Morais, Pattamadilok, & Kolinsky, 2004; Ziegler, Petrova, & Ferrand, 2008; Zou, Desroches, Liu, Xia, & Shu, 2012). These findings have converged to suggest that literacy strongly affects the way our brains process spoken language (Dehaene, Cohen, Morais, & Kolinsky, 2015; Dehaene et al., 2010; Montant, Schön, Anton, & Ziegler, 2011; Pattamadilok, Knierim, Kawabata Duncan, & Devlin, 2010; Pattamadilok, Perre, Dufau, & Ziegler, 2009; Perre, Pattamadilok, Montant, & Ziegler, 2009; Taft, Castles, Davis, Lazendic, & Nguyen-Hoan, 2008). In fact, these results had been anticipated many years before in an editorial in Brain entitled “Literally changing the brain”, in which Uta Frith (1998) stated that “the acquisition of an alphabetic code is like catching a virus... this virus infects all speech processing... Language is never the same again” (p. 1051). However, contrary to the Kolinsky and Morais, I do not think that wearing “literate glasses” is responsible for the fact that major theoreticians ignored the role of literacy in spoken language. I also do not think that the “double marriage of cognitive science with evolutionary biology and neuroscience, on the one hand, and informatics and computational sciences, on the other hand” (p. 6) can be blamed for the situation. Instead, I believe that the strongly modular, localist, and symbolic information-processing approach to cognition that has dominated psychological science throughout the 20th century has prevented cross-fertilization and the emergence of a unified theory of written and spoken language processing.

Let us go back in time to make this point more clearly. Before thinking about a potential role of orthography in spoken language, one had to recognize that spoken language (i.e., phonology) played an essential role in reading, a tough row to hoe back in the 90s (e.g., Van Orden, 1987; Van Orden, Johnston, & Hale, 1988). Was it because we were wearing literate glasses that it took the field more than 20 years to recognize the
role of phonology in visual word recognition? A look across the street to developmental psychology and theories of reading development would have been sufficient to appreciate its fundamental role in learning-to-read (Goswami and Bryant, 1990; Share, 1995). Yet, the dominant theories of visual word recognition remained "stubbornly nonphonological" (Carello, Turvey, & Lukatela, 1992) for many years. Ziegler and Goswami (2005) suggested that such reluctance was possibly due to the fact that "cognitive psychology and developmental psychology have often been uncomfortable bedfellows" (p. 21) but we now believe that it was the modular theoretical framework that favored Occam’s razor (Jacobs and Grainger, 1994) over biological and developmental plausibility (Goswami and Ziegler, 2006).

How could we have thought for one second that the way children learn to read - through phonological decoding and access to spoken language representations (Ziegler, Perry, & Zorzi, 2014) - would only be a transient process to be rapidly replaced by an autonomous encapsulated module that makes sense of letter strings without reference to phonology? The death blow came from brain imaging, which, ironically, had often been used as a search light for finding isolated modules rather than interactive systems. Yet, a large number of brain imaging studies showed that learning-to-read merely added an orthographic interface to the spoken language system, a new pathway that connects an ancient neural systems that deals with visual features (lines, angles, intersections) with yet another ancient system that is in charge of spoken language. As it turned out, written words activate the entire spoken language system (with the exception of a small region around the auditory cortex) and this is true for both alphabetic and nonalphabetic writing systems (Rueckl et al., 2015).

The framework that predicted such strong phonological effects was the resonance theory of word perception (Stone and Van Orden, 1994; Van Orden and Goldinger, 1994), which argued that word perception is made possible through a dynamic bidirectional coupling between orthography, phonology and semantics. The coupling was thought to be stronger between orthography and phonology than between orthography and semantics because of the systematic relations between letters and sounds (e.g., knowing that a word starts with the letter T tells us nothing about is meaning but all about its sound). Interestingly, it was not our awareness of wearing literate glasses but the key idea of a bidirectional coupling (i.e., resonance) between orthography and phonology that motivated Ziegler and Ferrand (1998) to look for orthographic consistency effects in spoken language, which have since been replicated in many languages and paradigms using a variety of methods (mouse tracking, eye movements, EEG, TMS, fMRI). While many of us initially thought that these effects would
only occur at a meta-phonological level (Morais, Cary, Alegria, & Bertelson, 1979) or in laboratory tasks that presented spoken words in isolation, subsequent research has clearly established that literacy effects on spoken language can be observed when people listen to spoken sentences (Dehaene et al., 2010) or in nonlexical tasks (Perre, Bertrand, & Ziegler, 2011). They are automatic (Taft et al., 2008), pre-attentive (Pattamadilok et al., 2014) and affect even very basic auditory processes at the level of the neural representations of phonemes in the auditory cortex (Dehaene et al., 2010). We see this as a small but significant demonstration that “changing glasses” can sometimes improve scientific vision. 

While resonance theory focused much on the statistical properties of associations between form and function, the theory remained somewhat detached from the neurobiological, developmental and evolutionary aspects of how words and their meanings might be represented in the brain (Pulvermuller, 1999). That is, children come to the task of learning to read with an almost fully developed spoken language system, in which spoken words are associated with their meanings. Thus, it is a developmentally and evolutionary optimal strategy to connect the visual word form system to the primary spoken language system regardless of whether or not there is a tight mapping of letters onto sounds. Thus, the reading network is not created from scratch but its development relies heavily on the re-use of the spoken language network (Goswami and Ziegler, 2006; Ziegler and Goswami, 2005). Neural reuse is indeed a fundamental developmental and evolutionary strategy for realizing cognitive functions (see Grasso & Montant, 2019, this issue). Together then, the time seems ripe for developmentally, biologically and evolutionary plausible theories that go beyond modules (Van Orden and Kloos, 2003). More than ever, a marriage between cognitive science, evolutionary biology and neuroscience is needed to make further progress.
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