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Energy transport and conversion at nanoscale have become an important topic of fundamental and applied research, in particular for conceiving ground-breaking solutions in energy-aware digital electronics and energy production. In this work, we propose a formal framework to address time-dependent energy transport inside quantum networks. The approach permits us to investigate how energy transferred to electrons by a femtosecond laser pulse is stored and released in a molecular circuit consisting of two donor-acceptor branches connected to an acceptor chain. Additionally, the two donors may be coupled, creating a loop inside the circuit. Time-resolved analysis reveals that when a difference exists between the two donor-acceptor branches, a loop current occurs and persists during relaxation, while only a small amount of current flows through the acceptor chain. A long-lasting energy flow thus emerges from the asymmetry of the molecular structure.
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I. INTRODUCTION

Molecular-scale architectures are integrated in various applied fields including digital electronics [1,2], optoelectronics [3], photovoltaics [4], and thermoelectricity [5–7], due to the fact that they comply with several practical criteria for miniaturization of systems. Molecules offer simpler ways to achieve active systems that are functionalizable at the atomic scale, and that can be created easily and at low cost as single channels or stacked assemblies, compared to traditional components of solid-state technologies. In parallel with these human-made solutions, nature also provides biological devices and machines that could deepen our understanding of energy transport and conversion, in particular, active systems involved in photosynthesis [8–11]. It is thus hoped that deciphering how photosynthetic complexes function could reveal unexpected keys for controlling and boosting the specifications of biologically inspired technological solutions [12–14]. More particularly, during the early stages of photosynthesis, energy transport inside these complexes from absorbing chromophores to reaction centers is a long-lived process, very robust against decoherence, that exhibits efficiency above 95% [15].

Whether they are human-made or natural, molecular systems generally form condensed-phase quantum networks, extremely sensitive to the environment [16], in which crucial processes may occur on ultra-short time scales. In nanodevices, there have been advances to simulate and discuss time-resolved energy and heat transport [17–20]. In molecular and biological systems, time-dependent modeling has proven a necessary procedure to settle on the most important steps in charge and energy control, e.g., light absorption [21–23], charge separation [16,24], but also energy transfer [25,26]. However, the theoretical framework of time-dependent energy transport in the quantum regime remains very challenging [27], and is still debated, especially due to the difficulty of complying with standard laws of thermodynamics formulated in the quantum regime [28–30]. Indeed, only a few works have been proposed to unravel energy fluxes inside the quantum network formed by molecular complexes, despite the fact that such studies are necessary to understand the intimate management of energy inside the systems, to give a clear picture of how they work, and finally to be able to find efficient solutions in order to evacuate or harvest, and eventually store energy. In this work, we derive a general formulation of the energy current operator inside a network whose Hamiltonian platform is quadratic in creation and annihilation operators. The resulting expression of energy current is given in terms of Green’s functions, and used inside a two-branched, donor-acceptor molecular network in which the two donors can connect to form a loop with the acceptor. Here, we examine how energy acquired by electrons from the interaction of donors with a femtosecond laser pulse flows inside this nanocircuit. We find that the system may durably retain energy fluxes inside the loop for slightly different donor-acceptor branches.

II. ENERGY CURRENT INSIDE QUANTUM NETWORKS

In quantum transport, the global system has to be divided in two parts: the central region that represents an open quantum system, eventually interacting and out of equilibrium, and reservoirs that are infinite, but generally considered as non-interacting and at equilibrium. It is thus possible to use equilibrium statistics as Bose-Einstein and Fermi-Dirac functions to describe particle occupation. Within this picture, quantum transport simulations are based on lattice Hamiltonian models of the central region. The sites of the lattice may be positions, atoms, or small molecules, etc., depending on the scale and the nature (ab initio or empirical) of the method chosen to describe the properties of the moving particles. Each model actually proposes a discrete formulation of all possible
connections between different sites \( s \) of the system, which defines a quantum network. This picture can be extended to the case of interacting nanosystems using a mean-field approximation, for which the total Hamiltonian still has a quadratic form using creation and annihilation operators \( d_1^s \) and \( d_r^t \). The network is thus modeled by an ensemble of \( M \) sites of energy \( \epsilon_r \), each interconnected to other sites \( r \) with couplings \( \beta_{sr} \) (for uncoupled sites \( \beta_{sr} = 0 \)). These couplings may be overlapping integrals, tunneling parameters, dipole-dipole interaction, or light-matter interaction parameters (see Fig. 1).

The difficulty of defining an energy current operator resides in the fact that, in contrast with the charge current operator for which the number of particles \( N \) is equal to the sum of on-site numbers of particles, \( N = \sum d_r^s \), the total Hamiltonian of the system does not have the form of a sum of local Hamiltonians. One has to choose a form, generally one that verifies the maximum of conservation and symmetry laws [31–34], which has never been proposed in a satisfactory manner. In Ref. [31], the authors discussed the issue and developed an energy current operator inside a network is thus modeled by an ensemble of sites of energy \( \epsilon_r \), each interconnected to other sites \( r \) with couplings \( \beta_{sr} \) (H.c. stands for Hermitian conjugated). This choice implies that the half part of an intersite coupling is given to each of the two sites, so that they form two separated subsystems. For defining an energy current operator, the Heisenberg’s equation of motion \( i\hbar \frac{dH_r}{dt} = [H_r, H] + i\hbar \frac{dH_r}{dt} \) is recast in a continuity equation for the energy [35]. We have thus defined the operator of energy current flowing from site \( s \) to site \( r \)

\[
J_{s\to r}^E = \frac{i}{\hbar} [H_r, H_s],
\]

(1)

following the derivation given in Appendix A. This proposal complies with the exchange symmetry requirement, \( J_{s\to r}^E = -J_{r\to s}^E \), and the energy conservation law \( \dot{H}_s + \sum_{r} J_{s\to r} = \frac{\partial H_s}{\partial t} \).

The commutator inside Eq. (1) is evaluated for the specific case of fermions, and it gives the energy current operator expression:

\[
J_{s\to r}^E = \frac{i}{\hbar} [\epsilon_r n_s - \epsilon_s n_r, V(s, r)] + \frac{i}{4\hbar} \left\{ \sum_k W(s, r, k) + W(k, s, r) + W(s, k, r) \right\},
\]

(2)

where \( W(x, y, z) = [V(x, y), V(y, z)] \). The expression of the energy current operator Eq. (2) is the sum of two contributions. The first contribution is related to the particle current flowing from site \( s \) to site \( r \). The second contribution consists of three different commutators of coupling operators involving the site \( s \). These three terms are actually related to spatial current-current correlators through

\[
W(x, y, z)(t) = -\frac{\hbar^2}{e^2} \left\{ f_{s\to r}^E(t), f_{y\to x}^E(t) \right\}
\]

(3)
in antisymmetrized form, where \( f_{s\to r}^E = \frac{e}{\hbar} [n_s, V(x, y)] \) is the usual charge current operator. These contributions to the energy current operator show the need to further deepen the analysis of different forms of current-current correlations for the study of energy [36,37]. Finally, the expression of the energy current, \( J_{s\to r} = \langle j_{s\to r}^E \rangle \), is calculated as the mean value of the energy current operator, here derived in terms of nonequilibrium Green’s functions [38,39]:

\[
J_{s\to r}(t) = -\frac{1}{\hbar} 2Re \left[ \frac{\epsilon_r(t) + \epsilon_s(t)}{2} \beta_{sr} G_{ss}(t, t) \right. \\
+ \frac{1}{4} \sum_{k} \left[ \beta_{rs}(t) G_{ss}^<(t, t) \beta_{sr}(t) + \beta_{ks}(t) G_{ss}^<(t, t) \beta_{sk}(t) \right. \\
+ \left. \beta_{ks}(t) G_{ss}^<(t, t) \beta_{sk}(t) \right],
\]

(4)

where \( G_{ss}^<(t, t') = \langle i(d_t^s d_t^\dagger) d_t^r d_t^\dagger \rangle \) (see Appendix B for details). The expression of the energy current reveals two contributions, again. The first is proportional to the particle current flowing from site \( s \) to site \( r \) with the coefficient \( \frac{\hbar^2}{e^2} \). The second contribution involves three different types of products of intersite coupling parameters. Actually, these last three terms include nonlocal energy transport pathways inside the network, as \( J_{s\to r} \) depends on other couplings than \( \beta_{sr} \) through these terms. They are related with spatial current-current correlators, as shown by Eq. (3). Additionally, these terms also exist in the stationary regime, but they do not appear in the expression of the charge current. It might be possible to measure them from optical measurements [40]. The expression of Eq. (4) may be compared to the one derived in Ref. [41], which is often used in the stationary (st) working pressure of Eq. (4) may be compared to the one derived in Appendix B for details.

The energy current expression of Eq. (4) was used to investigate photoinduced energy currents flowing inside the molecular network represented in Fig. 2. This small network is the active region of a nanocircuit, consisting of a two-branched donor-acceptor junction in contact with electron reservoirs on each side (R), schematically represented in

![FIG. 1. Schematic network and parameter definitions.](Image)
Fig. 2(a). The donor group comprises two donors, \( D_1 \) and \( D_2 \), connected to an acceptor \( A \) with the two coupling parameters \( \beta_{D_1A} \) and \( \beta_{D_2A} \). Node \( A \) is the first element of a three-site linear chain, in which the molecules, labeled \( A, B, \) and \( C \), are taken to be identical and form the acceptor group. In the donor group, the two donors, \( D_1 \) and \( D_2 \), may or may not be connected via the coupling parameter \( \beta_{D_1D_2} \), which defines two types of circuits shown in Fig. 2(b): the loop in which the two donors are coupled with the parameter \( \beta_{D_1D_2} = \beta_{D_2A} \), and the fork, for which the two donors are disconnected, \( \beta_{D_1D_2} = 0 \).

The network level structure is represented in Fig. 2(c). Each molecule is described by a two-level system representing the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) states. The HOMO states of the acceptor group are not connected to the HOMO states of the donor group, which provides D-A junction rectification. In the default circuit configuration, all HOMO and LUMO levels are aligned and fixed, \( \epsilon_{\text{HOMO}} = -0.6 \text{ eV} \) and \( \epsilon_{\text{LUMO}} = +0.6 \text{ eV} \), and coupling parameters between LUMO (HOMO) states are equal to the same value \( \beta = 0.05 \text{ eV} \). Additionally, each level is broadened with a unique parameter representing a few picoseconds in order to include decoherence effects, e.g., vibrational degrees of freedom, that happen in this time scale. Finally, the two reservoirs represent regions where electrons are collected and thermalize, like metallic electrodes. These reservoirs are here treated in the wide-band limit approximation [45], with \( \Gamma = 0.05 \text{ eV} \). The Fermi energy lies in the middle of the gap, \( E_F = 0 \). In this nanocircuit, the energy current is induced by light absorption, as illustrated in Fig. 2(c). The two donors interact simultaneously with a femtosecond laser pulse of boxcar shape, and central pulsation of which \( \omega \) is resonant with the isolated donor gap. The pulse-driven transition between the HOMO and LUMO states inside \( D_1 \) and \( D_2 \) is modeled by the same pulse-donor coupling: \( M(t) = M_0 \cos(o t) \Pi_W(t-t_0) \), where \( \Pi_W \) is the boxcar function of width \( W \) and starting at \( t_0 \). In the present study, \( M_0 = 0.05 \text{ eV}, \; \hbar \omega_0 = 1.2 \text{ eV}, \; W = 20 \text{ fs}, \; \text{and} \; t_0 = 1 \text{ fs} \).

Time-resolved and spectral physical quantities were numerically calculated on a cluster architecture, using the efficient technique of wave functions proposed by Gaury and co-workers in Ref. [27], here extended to the energy current from Eq. (4). We obtain

\[
J_{sr}(t) = \frac{2}{\hbar} \text{Im} \sum_{m_\alpha} \int dE f_\alpha(E) \times \left[ \frac{\epsilon_s(t) + \epsilon_r(t)}{2} \beta_{sr}(t) \Psi_{m_E}(s,t) \Psi_{m^*_E}(r,t) + \frac{1}{4} \sum_k \{ \beta_{sr}(t) \Psi_{m_E}(s,t) \Psi_{m^*_E}(k,t) \beta_{kr}(t) \right] ,
\]

where \( \Psi_{m_E}(s,t) \) is the \( s \)-th component of the wave function of mode \( m_\alpha \), and \( f_\alpha \) the Fermi function of reservoir \( \alpha \) (see Appendix C for details).

IV. DIRECT CURRENT IN ASYMMETRIC D-A CONFIGURATION

We investigate the effects on energy current of the asymmetry between the two donor-acceptor \( D_1A \) and the \( D_2A \) branches, varying the donor-acceptor coupling parameter \( \beta_{D_2A} \) from zero to \( 2 \beta_{D_1A} \). For \( \beta_{D_1A} = 0 \), the circuit is a linear chain.
at weak coupling to reservoir [46–48]. But in contrast with these previous studies, here, the impact of such a coherence is not systematically beneficial. The direct energy current $J_{AB}$ flowing outside the junction exhibits a dip at the symmetric configuration in the loop (when the two donors are coupled), the minimum of which is below the current value obtained in the fork case (when the two donors are not coupled).

The direct energy currents $J_{D_{1}A}$ flowing in the $D_{1}, D_{2}$ branches more strongly differ between the fork and the loop. In the fork circuit, $J_{D_{1}A}$ displays a monotonic increase while $J_{D_{2}A}$ shows a monotonic decrease with increasing $\beta_{D_{1}A}$ values. The two currents remain always positive, lower than $J_{AB}$, and they cross at the symmetric configuration, as expected. In the loop circuit, $J_{D_{1}A}$ increases with increasing $\beta_{D_{1}A}$, until it reaches a maximum positive value close to, but before, the symmetric configuration ($\beta_{D_{1}A} < \beta_{D_{2}A}$). At this point, $J_{D_{1}A}$ decreases abruptly until a minimum negative value, still close to, but after, the symmetric configuration ($\beta_{D_{1}A} > \beta_{D_{2}A}$). Then, $J_{D_{1}A}$ increases again. Direct energy currents $J_{D_{1}A}$ and $J_{D_{2}A}$ exhibit an opposite variation. These results show that, on average, energy circulates anticlockwise inside the loop for $\beta_{D_{1}A} < \beta_{D_{2}A}$, and clockwise for $\beta_{D_{1}A} > \beta_{D_{2}A}$, as illustrated at the top of Fig. 3. In the vicinity of the symmetric configuration, the loop circulation disappears: direct energy currents change sign in a small range of $\beta_{D_{1}A}$ values. At the symmetry point and as expected for symmetry reasons, energy current vanishes inside the $D_{1}-D_{2}$ link, $J_{D_{1}D_{2}} = 0$, and energy current flows in parallel inside the $D_{1}-A$ and the $D_{2}-A$ branches, $J_{D_{1}A} = J_{D_{2}A}$. For $\beta_{D_{1}A} > \beta_{D_{2}A}$, the loop circulation of the energy current is restored but in the opposite direction than the one it has for $\beta_{D_{1}A} < \beta_{D_{2}A}$. In the loop, currents are globally greater than the resulting current that flows outside the junction. Finally, these results obtained for the loop ($\beta_{D_{1}D_{2}} = \beta$) and the fork ($\beta_{D_{1}D_{2}} = 0$) at strong coupling to the reservoir also suggest that modifying the interdonor coupling has a greater impact on the current for asymmetric configurations of the molecular circuit.

V. LONG-LASTING ENERGY CURRENT TRANSIENTS IN THE LOOP

In order to understand direct energy current variations shown in Fig. 3, we look into the time-resolved energy currents inside the two parallel donor-acceptor branches, $J_{D_{1}D_{2}}$, for four $\beta_{D_{1}A}$ values. For $\beta_{D_{1}A} = 0$: Sites $D_{2}$ and $A$ are disconnected; $\beta_{D_{1}A} = 0.042$ eV: $J_{D_{1}A}$ is close to a maximum ($J_{D_{1}A}$ a minimum); $\beta_{D_{1}A} = 0.05$ eV, which corresponds to the symmetric configuration: $J_{D_{1}A}$ and $J_{D_{2}A}$ nearly vanish; and finally $\beta_{D_{1}A} = 0.060$ eV: $J_{D_{1}A}$ is close to a minimum ($J_{D_{1}A}$ a maximum). Each of these four currents is plotted as a function of time in Fig. 4 in two separated graphs, which permits us to distinguish between short-term and long-term responses of the loop. Indeed, each response divides into a driven regime, corresponding to the laser pulse application, and a relaxation regime, in which currents oscillate without external excitation. The four curves corresponding to the four $\beta_{D_{1}A}$ values are remarkably similar in the driven regimes, while strong differences exist in the relaxation regime. Indeed, relaxation oscillations hold for longer times for $\beta_{D_{1}A} = 0.042$ and 0.060 eV, in contrast with the two other cases, $\beta_{D_{1}A} = 0.000$ eV and $\beta_{D_{1}A} = 0.050$ eV. Actually, the peaks of direct energy currents shown in Fig. 3 originate from long-lived relaxation oscillations, and not enhanced amplitudes, of time-dependent energy currents. Moreover, when the whole molecule is very close to the symmetric configuration, energy current does not change sign during these long-lived oscillations. Such relaxation oscillations would nonetheless be damped by increasing decoherence throughout the spectral broadening parameter we used, or coupling to reservoirs $\Gamma$, as shown for the charge current in Ref. [23]. From these time-resolved energy currents, we thus infer that the same loop circulation observed for direct energy currents also exists at each time during relaxation, at least for $\beta_{D_{1}A}$ values taken close to the direct current peaks. After laser excitation ceases, the molecular system retains an internal energy current loop that releases a small amount of energy current to the acceptor chain at each time. This process is not allowed if the molecular loop is symmetric, $\beta_{D_{1}A} = 0.05$ eV, nor if it is broken, $\beta_{D_{1}A} = 0$. eV. Currents inside the loop are not equal because of the displacement energy current at each node $dH_{s}/dt$, which is analogous to the displacement charge current [49], and strictly zero for stationary functioning. Additionally, we have numerically verified that $dH_{s}/dt = (J_{D_{1}A} + J_{D_{2}A} - J_{AB})$. At last, time-resolved energy current also reveals an intriguing property shown in the insets of Fig. 4: $J_{D_{1}A}(t)$ is nonzero for $\beta_{D_{1}A} = 0$, even if it remains two orders of magnitude smaller than the other currents. Indeed, the energy current formula obtained Eq. (4) applied to the present molecular network splits into six terms, schematically represented in Fig. 5 for $J_{D_{1}A}$. It appears that all these terms vanish for $\beta_{D_{1}A} = 0$, except the one (f) related to the product $\beta_{D_{1}D_{2}}\beta_{D_{2}A}$, and hence to the loop structure. It shows that in contrast with particle current, energy current includes additional current-current spatial correlation terms that reveal the nonlocal character of energy transfer. These nonlocal terms remain one to two orders of magnitude smaller than the direct term proportional to the charge current in regions where energy currents are important, in particular around their extremum values.
FIG. 4. Time-resolved energy currents $J_{D_1A}$ and $J_{D_2A}$ in the driven and relaxation regimes for four different $D_2$-$A$ coupling values, $\beta_{D_2-A} = 0.042$ (purple), 0.060 (sky blue), 0.000 (yellow, fork circuit), and 0.050 eV (red, symmetric loop circuit). For convenience, the results have been divided into several graphs with different scales of time and energy current. Left and right panels represent the short and long time responses, respectively. The two insets show a smaller but nonzero energy current $J_{D_2A}$ for $\beta_{D_2-A}$ equal to zero, which is discussed in the text.

VI. CONCLUSION

This work provides a framework to discuss time-dependent energy transport inside networks. The energy current operator was derived from a local equation of energy conservation and then averaged in terms of Green’s functions. The energy current is finally reformulated within the wave-function technique for numerical simulations. The dynamics of energy transfer is thus analyzed inside a two-branched donor-acceptor junction connected to a molecular chain on the acceptor side. A loop can be formed inside the nanocircuit if the two donors are coupled. Following excitation of the two donors by a femtosecond laser pulse, energy currents may circulate around and around in this loop, releasing a small amount of current inside the chain during persistent relaxation. This phenomenon occurs when the circuit is close to the perfect loop, which is provided by identical donor-acceptor couplings. Indeed, this phenomenon cannot occur if the loop is perfect or if the loop is open, forming a two-branched fork, because the symmetry axis given by the chain forbids the formation of a current loop. In these two cases, the two donor-acceptor branches provide parallel channels for efficient energy release inside the acceptor chain. This work demonstrates that asymmetry and coherence in molecular architectures may conduct long-lived phenomena even for strong coupling to the rest of the molecular system. The effect could even be enhanced by taking into account a cooperative contribution of molecular vibrations inside the loop, which calls for further theoretical work.
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APPENDIX A: DEFINING THE ENERGY CURRENT OPERATOR

The central region of the whole system is seen as a network described by a discrete mesh of $N$ noninteracting sites $s$ of energy $\epsilon_s$ connected via parameters $\beta_{sr}$ to sites $r$, called neighbors if $\beta_{sr} \neq 0$. The total Hamiltonian reads

$$H = H_{\text{net}} + H_{\text{res}} + H_T,$$

(A1)
with \( H_{\text{res}} = H_L + H_R \) is the total reservoir Hamiltonian. With details,

\[
H_{\text{net}} = \sum_s \epsilon_s d_s^\dagger d_s + \sum_{s,r} \beta_{s} d_s^\dagger d_r^\dagger d_r + \text{H.c.}, \tag{A2}
\]

\[
H_{\alpha \in \{L,R\}} = \sum_{j \in \alpha} \epsilon_{aj} c_{aj}^\dagger c_{aj}, \tag{A3}
\]

\[
H_T = \sum_{s=L,R} \sum_{s<j \in \alpha>} V_{sjs} c_{aj}^\dagger d_s + \text{H.c.}, \tag{A4}
\]

where we have introduced the associated creation and annihilation operators \( d_s^\dagger \) and \( d_s \) for the network and \( c_{aj}^\dagger \) and \( c_{aj} \) for the reservoir \( \alpha \) (H.c. stands for Hermitian conjugated).

The network Hamiltonian is partitioned according to

\[
H_{\text{net}} = \sum_s H_s, \tag{A5}
\]

with

\[
H_s = \epsilon_s n_s + \frac{1}{2} \sum_r \beta_{sr} d_s^\dagger d_r + \text{H.c.} \tag{A6}
\]

This partition involves the definition of \( N \) subsystems surrounding \( s \), whose energy operator is written in a compact form:

\[
H_s = \epsilon_s n_s + \frac{1}{2} \sum_r \beta_{sr} d_s^\dagger d_r + \text{H.c.} \tag{A7}
\]

introducing the coupling operator

\[
V(s, r) = \beta_{sr} d_s^\dagger d_r + \beta_{rs}^* d_r^\dagger d_s. \tag{A8}
\]

The operator \( V \) verifies \( V(s, r) = V(r, s) \).

We form an energy current operator \( j_{s \rightarrow r}^E \) flowing from sites \( s \) to \( r \) from the continuity equation for energy:

\[
\dot{H}_s + \int_{s \rightarrow r}^E j_{s \rightarrow r}^E = \frac{\partial H_s}{\partial t}. \tag{A9}
\]

The Heisenberg’s equation of motion of the local energy operator at site \( s \) of the network is

\[
\frac{dH_s}{dt} = -\frac{i}{\hbar} [H_s, H] + \frac{\partial H_s}{\partial t}, \tag{A10}
\]

where the term

\[
\frac{\partial H_s}{\partial t} = \frac{d\epsilon_s}{dt} d_s^\dagger d_s + \frac{1}{2} \sum_r \frac{d\beta_{sr}}{dt} d_s^\dagger d_r + \text{H.c.} \tag{A11}
\]

accounts for external energy sources, which provides energy balance. In this work, we focus on the energy current inside the network, which means that we consider sites \( s \) following the condition \( [H_s, H] = [H_s, H_{\text{res}}] \). From \( [H_s, H_{\text{res}}] = \sum_s [H_s, H_{\text{res}}] \), we propose to define the energy current operator as

\[
j_{s \rightarrow r}^E = \frac{i}{\hbar} [H_s, H_r]. \tag{A12}
\]

Developing the commutator \([H_s, H_r]\) specifically for fermions, we obtain the expression of the energy current operator given Eq. (2). The information that \( k \) is a neighbor of \( r \) is already included in the fact that \( \beta_{r,k} \neq 0 \). It is worth noting that the term \( [V(s, k), V(k, r)] \) is nonzero only if the mesh contains loops (the term \([V(s, r), V(r, k)]\) may also contain loop terms). The definition of an energy current operator given Eq. (2) complies with the symmetry property:

\[
j_{s \rightarrow r}^E = -j_{r \rightarrow s}^E. \tag{A13}
\]

**APPENDIX B: ENERGY CURRENT USING GREEN’S FUNCTIONS**

To investigate the functioning of nanosystems, it is convenient to define the elementary electron Green’s functions:

\[
G_{\nu\mu}^{\tau\tau'}(t, t') = -i \langle T [d_\nu(t) d_\mu^\dagger(t')] \rangle, \tag{B1}
\]

\[
G_{\nu\mu}^{\tau\tau'}(t, t') = i \langle d_\nu(t) d_\mu^\dagger(t) \rangle, \tag{B2}
\]

\[
G_{\nu\mu}^{\tau\tau'}(t, t') = -i \langle d_\nu(t) d_\mu^\dagger(t') \rangle, \tag{B3}
\]

\[
G_{\nu\mu}^{\tau\tau'}(t, t') = -i \Theta(t-t') \langle d_\nu(t), d_\mu^\dagger(t') \rangle \tag{B4}
\]

\[
G_{\nu\mu}^{\tau\tau'}(t, t') = \Theta(t-t') \langle d_\nu(t), d_\mu^\dagger(t') \rangle, \tag{B5}
\]

where \( \tau \) stands for time ordered on the Keldysh contour [38]. The fermion time ordering operation \( T \) is defined by

\[
T[f(t'')g(t)] = \Theta(t'-t)f(t')g(t) - \Theta(t-t')g(t)f(t'),
\]

where \( \Theta(t'-t) \) is the Heaviside function.

We deduce the expression of the energy current given Eq. (4) as the mean value of the energy current operator evaluated in terms of Green’s functions.

**Remarks.**

a. **Generalization.** The present derivation is the same for sites in contact or inside a reservoir. The difference lies in the expression of the Green’s functions \( G_{\nu\mu}^{\tau\tau'} \), if one of the sites \( \nu \) or \( \mu \) is in the reservoir. It is then necessary to solve the differential equation for \( G_{\nu\mu}^{\tau\tau'} \); see, e.g., Ref. [45].

b. **One dimensional case.** We have verified that we recover the formula obtained in the one-dimensional case by Wu and Segal in Ref. [31]. For \( r = s - 1 \),

\[
j_{s \rightarrow s-1}^E = \frac{i}{\hbar} \left[ 1 + \frac{1}{4} \right] \left[ V(s, s-1), V(s-1, s-2) \right] + \sum_j \left[ V(j, s), V(j, s-1) \right] \right],
\]

\[
\theta \text{ because } j \text{ does not exist}
\]
and for \( r = s + 1 \),

\[
J_{s \rightarrow s+1}^E \equiv \frac{i}{\hbar} \left\{ \frac{1}{2} [\varepsilon_{s+1} n_s - \varepsilon_s n_{s+1}, V(s, s+1)] 
\right. 
\left. + \frac{1}{4} \left[ V(s, s+1), V(s+1, s+2) \right] 
\right. 
\left. + V(s-1, s), V(s, s+1) \right\} 
\]

\[
+ \sum_j \left[ V(s, j), V(j, s-1) \right] \right\}.
\]

(B7)

In Ref. [31], the authors define

\[
J_s^E = J_{s \rightarrow s+1}^E.
\]

(B8)

In the general case, the mesh may contain nodes and loops, and one has to define a convention for incoming and outgoing fluxes inside the infinitesimal volume surrounding the point \( s \).

**APPENDIX C: ENERGY CURRENT USING WAVE FUNCTIONS**

The wave-function (WF) technique was proposed by Gaury and co-workers as an efficient numerical implementation of quantum transport calculations. At the present time, it is still restricted to noninteracting nanosystems, or, as in the present case, for interacting nanosystems treated in mean-field approximation. Reference [27] gives a detailed presentation of the technique: here we provide the basics to introduce the energy current in terms of wave functions. Additionally, all the information about Green’s functions used here for time-dependent transport may be found in Ref. [38].

The starting point is to deal with a time-independent reservoir Hamiltonian, which is always possible to obtain by gauge transformation. In such a framework, the reservoir self-energy may be recast into

\[
\Sigma_{res}(t-t') = i \sum_a \int \frac{dE}{2\pi} f_a(E) e^{-iE/\hbar(t-t')} \Gamma_a(E) \tag{C1}
\]

(\( \hbar = 1 \) in Ref. [27]). The idea of this technique is to use the eigenvectors of \( \Gamma_a(E) \) as the minimal information to grasp the mean values of physical quantities, like current, through projections of the Green’s functions onto this basis. It is thus needed:

\[
\Gamma_a(E) = \sum_m v_{m_a}(E) \chi_{m_a,E} \chi_{m_a,E}^\dagger,
\]

(C2)

where \( \chi_{m_a,E} \) are the transverse mode \( m_a \) coming from the reservoir \( \alpha \) and \( v_{m_a}(E) \) is its associated velocity.

All the Green’s functions are expressed using and defining the wave functions \( \Psi_{m_a,E}(t) \) as follows. From the Keldysh’s transport equation,

\[
G^{<}(t, t') = \int dt_1 dt_2 G^>(t, t_1) \Sigma^{<}_{res}(t_1, t_2) G^<(t_2, t'), \tag{C3}
\]

the lesser and greater components of the Green’s functions may be reformulated,

\[
G^{<}(t, t') = i \sum_{m_a} \int \frac{dE}{2\pi} f_a(E) \Psi_{m_a,E}(t) \Psi_{m_a,E}^\dagger(t'), \tag{C4}
\]

\[
G^{>(t, t')} = -i \sum_{m_a} \int \frac{dE}{2\pi} [1 - f_a(E)] \Psi_{m_a,E}(t) \Psi_{m_a,E}^\dagger(t'), \tag{C5}
\]

by defining the wave functions as

\[
\Psi_{m_a,E}(t) = \sqrt{v_{m_a}(E)} \int du G^>(t, u)e^{-iE:\hbar u} \xi_{m_a,E}. \tag{C6}
\]

Then, from the general formula,

\[
G^>(t, t') = \theta(t-t')[G^{<}(t, t') - G^{>}(t, t')], \tag{C7}
\]

is deduced

\[
G^>(t, t') = -i\theta(t-t') \sum_a \int \frac{dE}{2\pi} \Psi_{m_a,E}(t) \Psi_{m_a,E}^\dagger(t'). \tag{C8}
\]

Gaury and co-authors showed in Ref. [27] that \( \Psi \) is determined from a Schrödinger-like equation involving a source term (the last one in the right-hand side of the following equation):

\[
i\hbar \delta_t \Psi_{m_a,E}(t) = H(t) \Psi_{m_a,E}(t) + \int du \sum_{m_a}^{r} \Sigma^{res}_u(t-u) \Psi_{m_a,E}(u) 
+ \sqrt{v_{m_a}(E)} e^{-iE:\hbar u} \xi_{m_a,E}, \tag{C9}
\]

which is directly derived from the equation of evolution of \( G^>(t, t') \):

\[
i\hbar \delta_t G^>(t, t') = \delta(t-t') + H(t)G^>(t, t') 
+ \int dt_1 \Sigma^{res}_u(t, t_1) G^>(t_1, t'). \tag{C10}
\]

Details for efficient practical implementations can be also found in Ref. [27]. This technique allows the user to manipulate \( M \) vectors of size \( N \) representing all the wave functions, instead of \( N \times N \) matrices representing all the Green’s functions, with generally \( M < N \).

Combining Eqs. (4) and (C4), one obtains the expression of the energy current in terms of wave functions provided in Eq. (5). We used this formula to numerically determine the energy currents inside the studied molecular network.


